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Abstract: In recent work, various scholars have suggested that large language models can be con-
strued as input-driven theories of language acquisition. In this paper, we propose a way to test
this idea. As we will document, there is good reason to think that processing pressures override
input at an early point in linguistic development, creating a temporary but sophisticated system of
negation with no counterpart in caregiver speech. We go on to outline a (for now) thought experiment
involving this phenomenon that could contribute to a deeper understanding both of human language
and of the language models that seek to simulate it.
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1. Introduction

A striking feature of contemporary large language models (LLMs)—ChatGPT, GPT4,
BERT and others—is their remarkable grammatical accuracy, which seems to surpass the
abilities of even the most articulate of humans.

The key point that we want to make is that the output of [large language models]
is, almost without exception, grammatical. Even when examining experiments
that are designed to exhibit some of the model’s shortcomings . . . , one cannot
help but notice that the content is grammatically correct . . . . [1] (p. 3)

How could such a level of success have been achieved? The answer is surprising: LLMs
are trained on gigantic bodies of text to predict the next word that they will encounter.

[LLMs] are trained only on text prediction. This means that the models form
probabilistic expectations about the next word in a text and they use the true next
word as an error signal to update their latent parameters. [2] (p. 5)

Training of this sort is not out of line with various proposals that have been made
about language learning in humans, which also seems to be sensitive to predictions and
feedback. (As a reviewer notes, the availability of input and feedback becomes even more
vital in the case of multilingual acquisition, where exposure to speech is distributed over
two or more languages, causing well-documented delays in the acquisition of each; see,
e.g., [3].)

A learner makes predictions. If these predictions are not borne out, the difference
between the predicted and actual input serves as implicit corrective feedback,
pushing the learner more towards the target language. [4] (p. 4)

. . . if a learner can use his current knowledge of the language and the context
to predict how the sentence will unfold, then the comparison of what he expects
with what actually occurs could provide valuable additional information. [5]

[The model] learns from its predictions at each word position. Incremental
prediction increases the amount of information that can be used for learning
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and focuses learning on the particular representations that made the incorrect
prediction. The prediction-based approach is thus a potential solution to the
problem of learning from sparse input. [6] (p. 263)

However, a deeper and more general question now arises. Proponents of generative
grammar have long insisted that not all features of language can be acquired from the
available input, especially when phenomena such as anaphora, quantifier scope, and filler-
gap dependencies are in play. In such cases, they claim, some properties are not instantiated
with sufficient frequency and clarity to be acquired from experience—they must be derived
from inborn principles of universal grammar.

The Argument from Poverty of Stimulus

. . . crucial components of our tacit linguistic knowledge are not learned through
experience but are given by our biological/genetic specifications [Universal
Grammar]. [7] (p. 151)

In sharp contrast to this view, some cognitive scientists are now taking the position that
LLMs are more than simple wonders of engineering; they embody a theory of data-based
language acquisition that is at odds with the UG model.

The success of large language models is a failure for generative theories because
it goes against virtually all of the principles these theories have espoused. In fact,
none of the principles and innate biases that Chomsky and those who work in
his tradition have long claimed necessary needed to be built into these models.
[2] (pp. 14–15)

We suggest that the most recent generation of Large Language Models (LLMs)
might finally provide the computational tools to determine empirically how much
of the human language ability can be acquired from linguistic experience [1]
(p. 1).

Rapid progress in machine learning for natural language processing has the
potential to transform debates about how humans learn language [8] (p. 18).

In our view, both perspectives represent extreme positions, neither of which is likely to
maximize our understanding of the human language faculty. In their stead, we will outline
an approach to language and learning which posits biases that go beyond the capacity to
learn from experience but do not involve reference to universal grammar.

We will proceed as follows. In the next section, we will draw on the syntax of negation
to outline an approach to language and learning that is sensitive to the economy of effort, a
core feature of human cognition in general. Section 3 then examines a puzzling stage in
the acquisition of negation that seems to reflect the presence of inborn processing biases,
opening the door for an empirical test whose form and design we go on to outline as a
thought experiment. We end, in Sections 4 and 5, with some brief concluding remarks and
a post-script on the relationship between syntax and AI.

2. Natural Syntax

Our starting point is the widely held view that complex systems, including language,
arise from the interaction of simpler and more basic forces and factors. In the case of the
syntax of human language, these appear to consist largely of processing pressures that
reduce the cost of the operations required for speech and comprehension—an idea that has
been developed in considerable detail in work by [9–12], among others.

Processing Determinism

The algorithms that map form onto meaning (and vice versa) are shaped by forces
that seek to minimize processing costs.

The advantages of cost minimization are both obvious and widely acknowledged.
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Speed in communicating the intended message from speaker to hearer and mini-
mal processing effort in doing so are the two driving forces of efficiency . . . [9]
(p. 9), [10] (p. 48)

. . . the [processor] should operate in the most efficient manner possible, promptly
resolving dependencies so that they do not have to be held any longer than
necessary. This is a standard assumption in work on processing, where it is
universally recognized that sentences are built in real time under conditions that
favor quickness. [13] (p. 7)

Efficiency in communication means that successful communication can be achieved
with minimal effort on average by the sender and receiver [14].

It is important to distinguish this view from the claims underlying UG-based theories,
whereas UG, as standardly understood, includes inborn principles of grammar, a processing
cost bias is a broadly manifested feature of cognition in general.

. . . the avoidance [and minimization] of cognitive demand is a fundamental
principle of cognition . . . [15] (p. 2), citing [16]

A spate of recent work demonstrates that humans seek to avoid the expenditure
of cognitive effort, much like physical effort . . . [17] (p. 92)

We will henceforth use the term ‘Natural Syntax’ to refer to theories of sentence
formation that adopt this perspective; see [11] for details or [12] for an abridged discussion
(Ref. [18] (p. 135) defines ‘natural’ as ‘synonymous to cognitively simple, easily accessible
(especially to children), elementary and therefore universally preferred, i.e., derivable
from human nature . . . ’). The syntax of negation provides an opportunity to explore the
advantages of such an approach.

The Syntax of Negation

The most common strategy for expressing negation in English makes use of the
sentential negative not, which has the effect of denying the occurrence of an event or state.

Jane didn’t buy a Tesla. (=‘There was no buying event involving Jane and a Tesla.’)

A second strategy expresses negation with the help of a negative pronoun that denotes
a null set. As illustrated in the example below, these items negate an event by indicating
that (for example) its agent or patient denotes a null set and therefore has no referent.

Jane bought nothing.

Under certain circumstances, a sentential negative can co-occur with a negative pronoun.
At least two types of patterns can be identified—double negation and negative concord.

Double Negation

Double negation occurs when two negatives in the same clause cancel each other out,
resulting in a positive interpretation. As [19] (pp. 58–59) and many others have noted,
double negation is a quite rare occurrence, largely restricted to situations in which the
speaker wishes to deny a negative claim made by someone else, as in the following example.

A. Once again, you did nothing.
B. I didn’t do nothing—I washed the car!

(not nothing = something)

As illustrated here, the end result is an interpretation that can be paraphrased as ‘I did
something’. For this to happen, the default null-set (=Ø) interpretation of nothing must be
transformed under the influence of the sentential negative—at an additional computational
cost. (This is an instance of the phenomenon known as ‘scope’, in which one logical operator
affects the interpretation of another).
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Double negative interpretation (=‘I did something.’):
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Negative concord produces a very different result: the two negatives combine to yield
a single negative interpretation. Korean is a case in point (TOP = topic, CON = connective,
DECL = declarative).

Korean

Kunye-nun amwukesto ha-ci anh-ass-ta.

she-TOP nothing do-COMP not-PAST-DECL

‘She did nothing.’

Patterns of this type also occur in earlier forms of English and are still common in
various non-standard varieties of Modern English (e.g., [20]).

Middle English

Ther nys nat oon kan war by other be.

There not-is not one can aware by other be

=‘There is no one who can be warned by another.’

(Chaucer: Troilus 1, 203; cited by [21] (p. 86))

Non-standard Modern English

Don’t blame me. I didn’t do nothing wrong.

=‘I did nothing wrong.’/‘I didn’t do anything wrong.’

A key feature of negative concord patterns is that there is no interaction between the
two negatives; each simply carries out the function that it would have in sentences where it
is the sole negative.

i. The sentential negative signals the non-occurrence of an event, just as it does in
sentences such as I didn’t go and their equivalent in other languages;

ii. The negative pronoun has the same null-set interpretation that it has in stand-alone
contexts (e.g., What did you see? Nothing!).

Negative concord interpretation (=‘I did nothing.’):
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As illustrated here, nothing manifests a stable null-set interpretation; there is no
modification of its denotation, despite the presence of not in the same sentence. As we
will see next, this fact sheds light on a curious phenomenon that arises in the acquisition
of English.

3. The Acquisition of Negation

At least two quite distinct developmental paths appear to define the course of language
acquisition. The first, which LLMs are able to navigate with considerable ease, involves
what might be called ‘mundane acquisition’—the mastery of patterns that are widely mani-
fested in the input (the ‘training set’). The second path, although less evident, is arguably
more relevant for understanding the true character of language acquisition in humans.
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It involves developmental phases that are characterized by an apparent disregard for the
available input, in favor of other factors—most notably processing pressures, consistent
with the central thesis of Natural Syntax. The developmental trajectory of negation offers a
case in point.

3.1. An Early Preference for Negative Concord

At least three pieces of evidence indicate that children manifest an early preference for
negative concord, even in languages—including standard English—that do not permit this
particular pattern. Put simply, young language learners end up using a pattern that is not
encountered in experience.

The first piece of evidence involves children’s early use of negation in their own speech.
In their pioneering work, [22] found that one of the three English-speaking children who
she studied (Adam) regularly produced negative concord sentences even though he had
not been exposed to such patterns in the speech of his parents.

Samples of negative concord in spontaneous speech by Adam:

I didn’t do nothing. (file 63, age 3;5)

I didn’t call him nothing. (file 72, age 3;8)

Because nobody didn’t broke it. (file 107; age 4;5)

A second suggestive finding, this time involving comprehension, is reported by [23]
in their experimental study of children’s interpretation of patterns such as the following.

The girl who skipped didn’t buy nothing.

A key feature of these sentences is their potential ambiguity. On a negative concord
reading (not found in standard English), they have the interpretation ‘The girl bought
nothing’; on the double-negative reading that English does allow, they mean ‘The girl
bought something [i.e., not nothing]’.

Using pictures and a storybook context, [23] found that 15 of the 20 children (aged
3 to 5) in their study preferred the disallowed negative concord interpretation of the test
sentences; only 3 favored the double-negative reading (the remaining 2 manifested no
preference). In other words, the children took The girl didn’t buy nothing to mean ‘she bought
nothing’ rather than ‘she bought something’. In contrast, only 2 of the 15 adults in the
study favored the negative concord interpretation.

A third observation of potential interest is that the willingness to accept patterns of
negative concord not present in adult speech has also been documented in languages other
than English, including Italian [24] and Chinese [25]. This further confirms the presence of
a powerful force favoring negative concord even in languages where the structure is not
actually used.

3.2. A Natural Explanation

These findings are surprising—why do children manifest an initial preference for
negative concord even though that pattern is not used in the standard variety of the
language to which they are exposed? Natural Syntax offers a compelling processing-based
explanation: children’s early preference for negative concord reflects the fact that it incurs
less cost than its double negative counterpart. As previously noted, the sentential negative
in negative concord patterns carries out its usual function of denying the occurrence of a
particular event, while the negative pronoun maintains its default null-set denotation. The
two negatives do not interact in a way that would produce a scope effect.

Negative-Concord Interpretation
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not with nothing. (A similar idea has been put forward by [25] (pp. 352–354) in their study
of negation in Mandarin.)

Double-Negative Interpretation
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In sum, we see in the contrast between negative concord and double negation a differ-
ence in processing cost that has a direct impact on the trajectory of language acquisition in
human children. If, in fact, language models accurately simulate child language acquisition,
they too should manifest a comparable effect.

3.3. A Proposal for Future Research

Put simply, the issue at hand comes down to the question of whether a language
model will acquire the syntax of negation in the two-step manner that an English-speaking
child does.

Two steps in the acquisition of negation in English

Step 1: In the relatively early stages of acquisition (ages 3 to 5), utterances con-
taining a sentential negative and a negative pronoun have a negative concord
interpretation. (That is, a sentence such as ‘I didn’t do nothing’ is incorrectly used
to mean ‘I did nothing.’)

Step 2: At a later stage, utterances containing a sentential negative and a negative
pronoun have the correct double-negative interpretation. (That is, a sentence
such as ‘I didn’t do nothing’ is used to mean ‘I did something.’)

Ascertaining the presence or absence of these developmental stages in machine learn-
ing calls for the examination of language models whose pretraining draws on a ‘develop-
mentally plausible’ corpus. By definition, such a corpus would consist of input similar in
quantity and quality to what a child encounters in the early years of life—an idea that is
now receiving serious attention [8,26–29]. There is an emerging consensus that the creation
of such training sets is feasible.

. . . improving our ability to train [language models] on the same types and
quantities of data that humans learn from will give us greater access to more
plausible cognitive models of humans and help us understand what allows
humans to acquire language so efficiently [30] (p. 1).

. . . simulating the first few years of child language acquisition in its entirety is a
realistic goal for an ambitious and well-funded research team [31] (p. 4.2).

Taking as our starting point, [32]’s estimate that children hear between 2 and 7 million
words per year, an appropriate input for assessing the proposed experiment should consist
(as a first approximation) of two developmentally plausible pretraining sets:

Two possible outcomes

i. A set that simulates the input for 4-year-olds, containing between 8 million and 28
million words (the minimum and maximum for that age according to [32]’s estimate);

ii. A set that simulates the input for 12-year-olds, containing between 24 million and 84
million words (the estimated minimum and maximum for that age).

The first set consists of input heard up to age 4 because the ‘negative concord stage’ in
the acquisition of English takes place in the 3- to 5-year-old period, while the second set is
composed of input heard up to age 12 because the acquisition of syntax is widely believed
to be complete by that point.

Two types of language models should be tested on these sets—one in which there is no
processing cost bias (Type A) and another in which there is such a bias (Type B). A variety
of outcomes are possible, but either of the following two would be of special interest.
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i. The Type A language model accurately mirrors children’s two-stage acquisition pro-
cess, with the data set for 4-year-olds, leading to the generation of negative concord
patterns and the data set for older children correcting that tendency;

ii. The Type A model fails, but the Type B language model, with its processing cost bias,
accurately mirrors the two-stage process that we see in child language acquisition.
(For now, we leave to the side the technical issue of precisely how a bias for processing
cost should be incorporated into the language model.)

The first result would point toward the ability of a language model to simulate human-
like development without incorporating a processing-cost bias, raising the question of
whether the same might somehow be true of children as well. In contrast, the second out-
come would have consequences in the opposite direction, suggesting that pure induction-
based language models fall short of simulating the developmental process that produces
language in children.

4. Conclusions

According to the recollection of pioneering psychologist and neuroscientist George
Miller [33], the field of cognitive science was conceived on 11 September 1956, at a sympo-
sium held at MIT under the auspices of the ‘Special Interest Group in Information Theory’.
As Miller noted, linguistics and computer science were central to the prospects of the newly
created field.

I went away from the Symposium with a strong conviction, more intuitive than
rational, that human experimental psychology, theoretical linguistics, and com-
puter simulation of cognitive processes were all pieces of a larger whole, and that
the future would see progressive elaboration and coordination of their shared
concerns . . . [34], cited by [35].

In the spirit of Miller’s remarks, we have taken seriously the possibility that induction-
based language models have reached the point where their capacity to simulate child
language acquisition deserves to be assessed empirically. With that in mind, we have
proposed a test involving a basic and fundamental feature of language—the expression of
negation. As we have noted, the interest in this particular phenomenon (and many others
like it) lies in its well-documented developmental trajectory, which appears to be shaped
by more than just exposure to language use.

Our test turns to a simple question. Can a language model with no built-in bias related
to processing cost (or other comparable factors) accurately simulate children’s acquisition
of negation given exposure only to input comparable to what human learners receive in
the first years of life? We hope and believe that the answer to this question will shed light
on how and whether the joint study of human language and artificial intelligence might
contribute to a deeper understanding of the issues confronting each field.

5. Post-Script—A Syntax for AI?

Contemporary Natural Syntax has roots in three relatively understudied traditions
within linguistics. The first, dating back to the 1970s, had as its starting point the observation
by David Stampe [36] that humans, the only species capable of language, are in fact poorly
equipped for speech due to limitations on their articulatory and perceptual mechanisms
and on the computational capacity of their minds. Those limitations, Stampe argued, end
up shaping the properties of language and the manner in which they are acquired by
children. Cambridge University Press is scheduled to publish a comprehensive handbook
of natural linguistics in 2024.

A second foundation for Natural Syntax lies in the field of sentence processing, whose
traditional line of thinking now has a competitor. Instead of focusing on how syntactic
principles define the processing strategies involved in sentence comprehension, there is
serious consideration of the possibility that the reverse might be true: processing efficiency
could shape syntactic principles. This idea has been pursued with particular success by
John Hawkins (e.g., [9,10]).
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Performance-Grammar Correspondence Hypothesis (paraphrased):

Grammars generate sentences whose properties reflect preferences relating to the
ease and efficiency of processing. [10] (p. 3)

Finally, the roots of Natural Syntax can be traced to linguistic emergentism, especially the
pioneering research of scholars such as Elizabeth Bates, Jeff Elman and Brian MacWhinney.

Just as the conceptual components of language may derive from cognitive content,
so might the computational facts about language stem from . . . the multitude of
competing and converging constraints imposed by perception, production, and
memory for linear forms in real time [37] (pp. 189–190).

. . . in very significant ways, language is a radically new behavior. At a phe-
nomenological level, it is quite unlike anything else that we (or any other species)
do. It has features that are remarkable and unique. The crucial difference between
this view and the view of language as a separable domain-specific module . . . is
that the uniqueness emerges out of an interaction involving small differences in
domain-nonspecific behaviors. [38] (p. 25)

In order to qualify as emergentist, an account of language functioning must tell us
where a language behavior “comes from”. In most cases, this involves accounting
for a behavior in a target domain as emerging from some related external domain.
[39] (p. xii)

Contemporary Natural Syntax is built on three principles—direct mapping, algorith-
mic orientation and processing determinism [11,12].

Direct Mapping

The mapping between a sentence’s form and its meaning is direct; there is no role for
syntactic structure. Instead, forms (strings of words) are mapped directly onto ‘proto-
semantic’ representations consisting largely of predicate–argument complexes.
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Algorithmic Orientation

The mapping between form and meaning is regulated by algorithms that operate
in real time in the course of speaking and understanding.

Processing Determinism

The algorithms involved in mapping form onto meaning (and vice versa) are
largely shaped by forces that contribute to processing efficiency.

There is a partial fit here with work on language-related AI that might well be worth
pursuing, especially if the outcome of the thought experiment outlined earlier confirms the
relevance of processing-cost biases to models of language acquisition. If that turns out to be
so, Natural Syntax would align with the design of language models in at least three ways:

i. Natural Syntax does not presuppose or make use of syntactic structure; sentences are
just what they appear to be—strings of words, as also assumed in language models;

ii. The algorithms of Natural Syntax are designed to operate in a way compatible with
real-time processing—from the first word to the last, a common premise in language
models as well;

iii. The algorithms of Natural Syntax are shaped by processing considerations that (de-
pending on the outcome of experiments such as the one suggested here) could open
the door to a deeper understanding of the syntax of human language in general,
including language acquisition and language change—also a goal of contemporary
AI research.

As things now stand, of course, there are also important differences between Natural
Syntax and language models—most obviously the need for at least a primitive semantic
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representation and the commitment to the primacy of processing cost. Fortunately, though,
these are empirical issues for which the possibility of discovering genuine answers is
coming ever closer.
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