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This study involved a Reynolds-averaged Navier-Stokes- (RANS-) based computational fluid dynamics (CFD) analysis of the 37-pin
wire-wrapped fuel bundle of the PNC Plant dynamics test loop (PLANDTL) facility. Previously, mainly the hydrodynamic
phenomena of the wire-wrapped fuel bundle were analyzed, but the present study additionally included heat transfer analysis
through conjugate heat transfer. The main purpose of the study was to benchmark the experimental data of the PLANDTL 37-pin
wire-wrapped fuel bundle to investigate the heat transfer phenomena. In addition, the aim was to verify the accuracy of the
RANS-based CFD analysis method using the STAR-CCM+ simulation software in comparison with the experimental data.
The grid used for verification was an innovative grid system consisting of hexahedra using Fortran-based code. The
development of the RANS-based CFD methodology included grid sensitivity analysis, turbulence model sensitivity analysis,
and turbulent Prandtl number sensitivity analysis. Information on the temperature, mass flow rate, and area of the CFD
results for each subchannel was provided for the top of the heated section and is expected to serve as a reference for future
studies aiming to perform the validation and verification of a PLANDTL facility. In addition, the dependence of the peak
temperature on the azimuth angle of each pin was analyzed.

1. Introduction

The fact that liquid metal is used as a coolant in the majority
of fast reactor technologies highlights the significance of
improving our knowledge of the liquid metal coolant by
developing appropriate modeling methods. Liquid metal fast
reactors (LMFRs) are expected to play an important role in
the future of nuclear energy due to their availability, high
power density, and safety resulting from the superior heat
transfer properties of liquid metal. In the core of a nuclear
reactor, where heat is generated in the nuclear fuel and
transported to the coolant, a nuclear chain reaction occurs
as the source of fission energy. The core typically consists
of hundreds of nuclear fuel assemblies, each of which is
made up of many fuel rods. Because the wire spacer looped

around the fuel rod prevents contact between the rods at a
narrow distance and enhances the heat transfer effect, the
wire spacer type is typically used for SFR core designs. It also
has the effect of accelerating the mixing of the coolant.
Sodium, the coolant, flows in through the inlet nozzle,
receives heat from the fuel pin, rises along the wire spacer,
circulates around the fuel pin, and flows out to the outlet.
Although the flow phenomenon of the liquid metal, which
is the coolant, is complicated by the wire spacer, the heat
transfer phenomenon of the nuclear fuel assembly is very
important for the design and safety analysis of such a
nuclear reactor.

Since the temperature distribution determines the maxi-
mum temperature of the coolant and cladding, it is neces-
sary to analyze the heat transfer phenomenon of the wire-
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wrapped fuel bundle to evaluate the design and safety. The
simulation of heat transfer in the core is crucial for the
design and safety assessment of nuclear reactors. Most
experimental correlations for the heat transfer behavior in
liquid metals and in the fuel bundle contain large uncer-
tainties for liquid metals. The experiment is challenging,
with relatively significant experimental uncertainty and con-
siderable cost, due to the difficulty and constraints to detect
the velocity field using particle image velocimetry (PIV)
and the temperature distribution of the liquid metal.
Therefore, the continuous development of numerical anal-
ysis methods and computational techniques has led to the
increasing use of simulation methods such as computa-
tional fluid dynamics (CFD) by reactor designers in the
nuclear industry [1]. However, the methodology developed
on the basis of CFD needs to be validated against experi-
mental data first. Unfortunately, because the number of
relevant experimental databases is very limited and not
fully open to the public, the modeling approach related
to heat transfer may be incompletely validated. In addi-
tion, since the experimental data are not designed for
CFD validation, it does not contain all the information
and solutions necessary for numerical analysis, and it is
practically impossible to recover the missing information.
In this study, we planned to collect data from a given
experimental report, refine it for CFD research, and ana-
lyze it in detail. With appropriate validation of the rele-
vant data, our work demonstrates that the CFD
methodology developed and proven primarily on limited
benchmark data can be successfully used for testing.

A study of the thermohydraulic phenomenon in a fuel
assembly mainly involves the analysis of the pressure drop
and temperature distribution of sodium during normal
operation and flow phenomena at low flow rates such as nat-
ural circulation, blockage effect, and boiling effect The tem-
perature distribution in the fuel assembly is determined by
the axial and radial power distribution in the assembly, the
mass flow rate distribution for each subchannel, and the
mixing effect (wire spacer effect, turbulence effect). Kabir
and Hayafune analyzed the temperature distribution in the
coolant using experimental data from low-flow transient
sodium boiling to simulate loss-of-flow (LOF) events at the
PLANDTL facility [2]. In addition, the predictive ability of
the super system code (SSC) and subassembly boiling evolu-
tion analysis (SABENA) codes were analyzed using the
radial temperature distribution and boiling test data [2].
The PLANDTL facility is described in detail in the following
section. The LOF transient test was performed at the
PLANDTL facility to accumulate thermal-hydraulic experi-
mental data of the fuel assembly by simulating the loss-of-
piping-integrity (LOPI) event at MONJU. In parallel with
the experiment, the code analysis of SSC and SABENA was
also validated by analyzing the LOPI transient experiments.
In later follow-up experiments, the validated SSC and
SABENA codes were used to examine the LOPI transients
in the MONJU reactor. The simulation of the LOPI event
led to the prediction that sodium boiling would occur in a
part of the fuel assembly even if the power conditions
approximated the rated power.

In this study, RANS-based CFD calculations were per-
formed the STAR-CCM+ simulation software to verify its
ability to predict the heat transfer phenomena of the fuel
assembly using the thermal data of the 37-pin wire-
wrapped fuel bundle of the PLANDTL facility. This CFD
methodology is based on the innovative grid system
developed in previous studies using Song’s work on the
experiment [3–5], and it is implemented with a Menter’s
shear stress transport (SST) turbulence model. The studies
conducted in this thesis for the validation of the CFD meth-
odology are as follows. The analysis of grid sensitivity and
turbulence model sensitivity was performed, and the flow
field and friction factor were compared. The analysis based
on the turbulent Prandtl number of liquid sodium was per-
formed, and an appropriate turbulent Prandtl number was
proposed and used in the analysis. Finally, the CFD analysis
was performed based on the model selected through sensi-
tivity analysis, and the temperature values measured at the
same thermocouple location as in the experiment were com-
pared and analyzed.

2. Test Section Description

2.1. Introduction of PLANDTL Facility. The Plant dynamics
test loop (PLANDTL) facility was developed in the Reactor
Engineering Section of PNC, OEC. The construction of this
test facility was completed in September 1987, after which
various thermal-hydraulic experiments such as the simula-
tion of the LOPI condition of MONJU (PNC demo fast
breeder reactor) FBR were conducted at this facility. At the
PLANDTL facility, various researchers conducted sodium
flow studies. Among them, the test case referenced in this
study is a PNC report, LOF-15057, compiled in 1992 by
Hayafune and Kabir [2].

Sodium boiling tests have been performed not only at
the PLANDTL facility but also at various facilities such as
SIENA and DHB. Among them, in the experimental case
of this study, test section 37I of the PLANDTL test section
and test section 37 J of test section 37 J were adopted. This
test section has a heated length of 930mm and is heated
under heat flux conditions with a chopped cosine distribu-
tion of 1 : 1.204, the ratio of the average to the maximum
flux. The wire-wrapped fuel assembly specification of the
PLANDTL facility was manufactured with almost the same
specifications as the fuel assembly of the MONJU reactor.
Pins with a P/D ratio of 1.21 are arranged in a triangular
space, and spiral wire spacers with a lead pitch of 307mm
and a diameter of 1.32mm are wound around each pin.
The pin bundle is installed in a hexagonal duct manufac-
tured from Inconel-600 with a thickness of 10mm. The hex-
agonal duct is an Inconel tube with a thickness of 10mm,
and the distance between the peripheral pins and the duct
wall is approximately 1.5mm. Detailed geometric informa-
tion is shown in Table 1. Heat loss through the duct wall
was minimized by installing an insulating material on the
outer wall of the hexagonal duct. In order to model the shape
in the same way as the test section, the relative positions of
the wire spacers in each section were all the same as in the
test section.

2 International Journal of Energy Research



Figure 1 shows a schematic diagram of the PLANDTL
facility. The PLANDTL 37-pin wire-wrapped bundle con-
sists of primary and secondary heat exchangers driven by
an electromagnetic pump and thermally connected via an
intermediate heat exchanger. In the primary loop, sodium
flows into a tank simulating the inlet plenum of the reactor
vessel before entering the test section consisting of two sepa-
rate 37-pin bundles (37I, 37 J). Sodium passing through the
37-pin bundle flows to the upper plenum and then to the
IHX. The heat generated by the electric heater in the test sec-
tion is transferred to the secondary loop through the IHX and
released to the atmosphere through the air cooler in the sec-
ondary loop [6]. The surface temperatures around the sodium
and wire spacer in the fuel bundle of the test section weremea-
sured with 166 thermocouples on 51 height axes.

2.2. Features of PLANDTL Facility. In this experiment, which
was conducted to simulate a hypothetical accident, the simul-
taneous failure of the primary pump and the reactor shutdown
system is assumed. The PLANDTL facility, which could be
used to carry out these tests, has the following features: [2]

(1) The facility has a primary and secondary loop as well
as a section containing a reactor core simulator,
which made it possible to conduct thermal transient
experiments including the examination of typical
plant system dynamics

(2) The core simulator consists of two parallel channels,
which allow the effect of the thermal transient hydrau-
lic interaction between the core and plenum to be ana-
lyzed during transient experiments owing to the
difference between the conditions of the two channels

(3) The facility allows the flow rate and power of the pin
bundle to be controlled using the computer system,
thus enabling transient sodium boiling experiments
to be conducted using a wide combination of
parameters

(4) Controlling the plant with the computer system
enables plant dynamics experiments to be con-
ducted, taking into account the negative and positive
reactivity feedback effects of the reactor system by
modulating the pin power calculated by modeling
the reactivity feedback

2.3. Overview of Experiment No. 15057. At the PLANDTL
facility, experiment no. 15057 was conducted to investigate
the behavior of sodium boiling during the test section of
the unprotected loss-of-flow event [2]. There were 37 heater
pins inside the test section, but 3 pins were damaged during
the previous test and remained unheated, leaving only 34
heated pins in total [2]. The unheated pins are 403, 410,
and 411 and are shown as gray pins in Figure 2.

In the initial steady state, the heater pins are heated with
a total power of 100 kW, and liquid sodium at 398.8°C flows
through the test section at 0.3407m/s. Experiment no. 15057
was performed with a coast-down method in which the
pump was turned off after reaching the initial steady state
and the flow rate is reduced according to a predetermined
flow rate reduction characteristic. The flow rate was reported
to decrease from a maximum of 0.3407m/s to 0.001m/s
within 6.5 s after the onset of the transient.

As the flow rate decreased with the coast down, the tem-
perature inside the test section increased, and after some
time, the sodium began to boil. This experiment was con-
ducted for 180 seconds after the onset of the transient, dur-
ing which time the total power of the test section was held
constant at 100 kW.

2.4. Analysis of Experimental Result. The test section is
installed on a total of 51 axes at different positions in the
axial direction, as shown in Figure 3, and totally 166 thermo-
couples are installed separately in each section. As shown in
Figure 3, the maximum number of thermocouples is
installed in the BJ section and the BS section, and the tem-
perature distribution in the radial direction can be found
using these thermocouples. Among them, the section in
which the most thermocouples are installed is the BS section,
which is at the top of the heated section, and although it is
stated that 33 thermocouples are installed, data for 31 ther-
mocouples were actually provided. In the BS section, the
type of thermocouple installed on each wire is different.
The summary of each thermocouple type will be analyzed
in the following chapter. The numbers of the pins for which
thermocouple temperature information is not provided are
shown in red in Figure 2. Figure 4 shows the positions of
the BS, BN, BJ, and BA sections: the BA section is the heat-
ing start position, the BN and BJ sections are located in the
middle of the heated section, and the BS section is at the
top of the heated section. In order to ensure that the posi-
tions of the thermocouple and wire spacer are the same as
in the experiment, CFD modeling was used with the same
relative positions of the duct and wire. Figure 5 shows the
radial temperature at the top of the heated section, as
described in the experimental report. These temperature
mapping curves are presented in 5-second intervals from 0
to 40 seconds.

Table 1: Geometric information of 37-pin fuel bundle at the
PLANDTL facility [2].

Geometry Values

Number of pins 37

Pin diameter 6.5mm

Wire diameter 1.32mm

Wire lead pitch 307mm

Pin pitch 7.87mm

P/D 1.21

H/D 47.23

Dh 3.4013mm

Flow area 921.4mm2

Total length of pins 2988mm

Length of the heated region 930mm

Duct thickness 10mm, Inconel

Wire rotation Clockwise
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3. Numerical Method

Table 2 shows the computational boundary conditions of the
CFD analysis. The surface of the rods and wire spacers is
defined with a no-slip condition with a smooth roughness.
The duct wall is also applied under a no-slip condition with
a smooth roughness. In the steady state, sodium with an inlet
temperature of 398.8°C flows through the test section at a
velocity of 0.3407m/s, and power of 100kW is constantly
applied. A turbulent Prandtl number (Prt) of 0.02, derived
from previous studies, was used, and the sensitivity analysis
for the Prt is presented in detail in the results section [3].

The lengths of the heated and unheated regions are set as
shown in Figure 4, and the length of the heated region is
subjected to a chopped cosine power distribution. The tem-
perature distribution in the radial direction according to the
heated pins was determined by leaving the gray pin in
Figure 2 as an unheated pin.

Since the experiment is conducted at a high temperature,
the dependence of the properties of sodium on the tempera-
ture is also important. Therefore, the property values of
sodium were applied as polynomial T, and the property
values reported by JAEA in 2005 were used for the property
relation formula in Table 3 [7].

Lower plenum

Upper plenum

Auxiliary air cooler

Parallel bundle
37I & 37J

Bufer tank

Storage tank

EMF

EMF

Main pump

Secondary pump

Sodium

heater

Secondary
air cooler

Expansion tank

EMF

EMP

IHX

EMF

C/T

C/T

Over fow line

Over-fow column

Figure 1: Schematic view of PLANDTL facility [2].
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In the experiments conducted at the PLANDTL facility,
thermocouples were used to measure the temperature of
the wire, so accurate simulation of the helical wire shape is
important. Accurate modeling of the flow phenomenon of
the precisely modeled wire-wrapped fuel bundle is critical
to simulating the heat transfer phenomenon of the SFR fuel
assembly. Most CFD studies or experiments are limited to
hydraulic behavior, and heat transfer is typically not
included, despite the importance of heat transfer properties.
However, the wire-wrapped fuel assembly has numerous
contact lines and points between pins and wires, making
the geometry complex and the computational mesh difficult
to generate. This was accomplished using an innovative grid
generation method using Fortran-based in-house code [3, 4,
8]. This grid generation methodology does not use the mesh
generation utility of STAR-CCM+. Instead, a mesh gener-
ated based on a Fortran code is imported into STAR-CCM
+ for use. Because the actual wire shape is simulated without
distorting the shape, a more accurate prediction of the con-
tact area between the wire and the rod becomes possible. In
the previous study, an innovative grid-based RANS method-
ology was applied to the CFX, and the pressure drop and
heat transfer were well predicted [4, 9]. The grid that forms
around the rod and wire is referred to as the inner fluid
domain. The grid system of the region surrounding the
repeated inner fluid is referred to as the outer fluid domain.
The computational grid shown in Figure 6 is an innovative
grid system composed of 19 million fluid regions and 13 mil-
lion solid regions, and each interface is composed of a con-
formal mesh. The power of 100 kW is supplied to the inner

wall of the rod as heat flux. Accurate modeling of the conju-
gate heat transfer is possible through a conformal fluid-solid
mesh interface. This innovative mesh system enables conju-
gate heat transfer analysis of the wire-wrapped fuel bundle
with good convergence, even with a small number of grids.
In the following session, the grid sensitivity and turbulence
model sensitivity of the PLANDTL 37-pin wire-wrapped
fuel bundle were analyzed for this grid system.

3.1. Axial Grid Size Sensitivity Analysis. The sensitivity of the
CFD analysis results according to the grid scale was deter-
mined by performing the sensitivity analysis by adjusting
the minimum grid size in the axial direction. Coarse axial
grids increase the discretization errors. The grid system is
shown in Figure 7, and the sensitivity of three grid systems
was analyzed. A grid sensitivity analysis was performed
under this flow condition because the friction factor matches
the UCTD correlation most closely at a Reynolds number of
32,850. Information on each of these grids is given in
Table 4. The minimum radial grid spacing of grids A, B,
and C is 1:30 × 10−6mm. The axial grid of Grid A has the
largest minimum size and the smallest number of total grids.
Compared to other studies with a trimmed shape at the
interface between the pin surface and wire surface, this
RANS-based flow simulation was carried out without any
trimmed shapes. The SST turbulence model was selected to
perform the mesh sensitivity analysis. The sensitivity analy-
sis of the turbulence model is described in the next section.

Figure 8 compares the normalized temperature, normal-
ized velocity, pressure, and turbulent kinetic energy (TKE)
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Figure 2: Pin numbering and ring numbering along the radial direction (pins with a gray background are unheated, and those numbered in
red are not equipped with a thermocouple.)
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components from point A to point B of each grid. Point A is
a point at the inlet, and point B is a point at the outlet. As
shown in Figure 8, the CFD simulation using the SST turbu-
lence model had no errors due to different axial grid spacing.

Figure 9 compares the friction factors. Many researchers
have conducted experiments to derive the friction factor cor-

relation of wire-wrapped rod bundles. The pressure drop on
the fully developed flow is calculated as follows:

f = Δp
Dh

L
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ρv2

: ð1Þ
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Figure 4: Test section for numerical simulation.
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Rehme [10], Engel [11], Cheng and Todreas [12], and
upgraded Cheng and Todreas [13] have compared the correla-
tions of the friction factor of a fuel assembly in various Reyn-
olds number ranges in detail and evaluated the applicable
ranges. Equations (2)–(7) show the correlation expressions.
It is important to determine the appropriate correlation equa-
tion to be used for the SFR fuel rods and the applicable ranges.
The validity range of the friction factor correlation is summa-
rized in Table 5. In this analysis, temperature-dependent prop-
erties are used, resulting in varying density values according to
temperature. When calculating the friction factor, the density
is based on the inlet temperature.

The Rehme correlation [10]

f =
64
Re

� �
F0:5 +

0:0816
Re0:133

� �
F0:9335

� �
Nrð Þπ D +Dwð Þ

St
, ð2Þ

where

F =
P
D

� �0:5
+

7:6 P/Dð Þ2 D +Dwð Þ
H

 !2:16

: ð3Þ

The Engel correlation [11]

Laminar flow : f =
110
Re

for Re ≤ 400,

Turbulent flow : f =
0:55
Re0:25

for Re ≥ 5000:
ð4Þ

The simplified Cheng and Todreas correlation [12]

Laminar flow : f =
CfL
Re

for Re ≤ ReL,

Turbulent flow : f =
CfT
Re0:18

for ReT ≤ Re,
ð5Þ

where

ReL = 300 101:7 P/D−1:0ð Þ
� �

ReT = 10,000 100:7 P/D−1:0ð Þ
� �

Cf L = −974:6 + 1612:0
P
D

� �
− 598:5

P
D
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Á H
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,

CfT = 0:8063 − 0:9022 log
H
D
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+ 0:3526 log
H
D

� �2
 !

∗
P
D

� �9:7 H
D

� �1:78−2:0 P/Dð Þ
:

ð6Þ

The detailed upgraded Cheng and Todreas correlation [13]

Laminar flow : f =
Cf L

Re
for Re ≤ ReL,

Turbulent flow : f =
CfT

Re0:18
for ReT ≤ Re,

ð7Þ

where

Cf L =Deb 〠
3

i=1

NiAi

Ab

� �
Dei
Deb

� �
Dei
Cf iL

 ! !−1

,

CfT =Deb 〠
3

i=1

NiAi

Ab

� �
Dei
Deb

� �0:0989 Dei
Cf iT

 !0:54945 !−1:82

,

ð8Þ

where i = b, 1, 2, or 3 for the bundle average, interior, edge, and
corner subchannels.

Figure 9(a) compares the results of the 37-pin wire-
wrapped fuel bundle CFD analysis with the friction factor
correlations. The CFD result was most closely fitted by the
UCTD correlation. The UCTD correlation is reported to
provide the most accurate analysis of the pressure drop of
wire-wrapped fuel rod bundles. Figure 9(b) shows the CFD
results with the 15% error range of the UCTD correlation.
Rolfo et al. also reported that the friction factor calculated
by the CFD analysis is in good agreement with the model
of Cheng and Todreas model for various cases, which sup-
ports this result [14]. This result corresponds with that of
previous studies in that a high friction factor tends to be pre-
dicted for the low Reynolds range, and the error with the
UCTD correlation tends to decrease as the Reynolds number
increases. The error in the friction factor for the lowest
Reynolds number is 5.6%. As shown in Table 4, the error
between grids A, B, and C in the range of Re = 32,850 is neg-
ligible, and the error with UCTD is also less than 1%.

Table 2: Boundary condition of CFD analysis.

Parameters Values

Inlet velocity 0.3407m/s

Reynolds number 3,481

Inlet temperature 398.8°C

Total power 100 kW

Turbulent Prandtl number 0.02

Rod, wire No slip

Duct wall No slip, adiabatic

Turbulence model SST model

Coolant Sodium

Properties of sodium Polynomial T [7]

8 International Journal of Energy Research



In the grid used for the axial grid sensitivity analysis,
there was no error existed between grids A, B and C, respec-
tively. Therefore, based on the steady-state analysis, it can be
concluded that the analysis results do not differ significantly
even when the minimum axial grid size is set to a maximum
of 0.46mm.

3.2. Radial Grid Size Sensitivity Analysis. In the study
described in the previous section, it was confirmed that the flow
field and temperature fields are independent of the axial grid
size. In addition, according to the previous JAEA study, which
included a CFD investigation on a 127-pin JAEA, the flow
and temperature fields were found to be more sensitive to
changes in the radial grid size than the axial grid size. Since
the y+ value based on the wall-normal grid spacing directly
affects the calculation of the value of the w-specific dissipation
rate in the k − ω turbulence model, different grids with various
y+ values were compared. In this session, the sensitivity of the

size of the radial grid was analyzed with a different number of
grids normal to the wall to investigate the change in the radial
grid size. The grid system and the three grid sizes used for the
sensitivity analysis are shown in Figure 10. Information about
each grid is given in Table 6. Grids D, E, and F were configured
by changing the grid size of the inner fluid wall.

The average y+ values of grids D, E, and F at Re = 32,850
are 1.88, 0.94, and 0.61, respectively. The minimum distance
from the wall to the inner fluid is 1:25 × 10−6mm, 4:16 ×
10−7mm, and 2:50 × 10−7mm, respectively. At Re = 32,850,
the errors of the friction factor using the SST turbulence
model for different wall grid spacings are 4.26%, 0.80%,
and 0.17%, respectively. The method for analyzing the sensi-
tivity of the radial grid size is similar to that reported in
Bovati et al. [15], and in this study, the axial velocity and
TKE were analysed according to the grid. Figure 11 com-
pares the axial velocity field and TKE between point A and
point B. These two points are located between pins 101

Table 3: Properties of sodium (the temperature in the equation is in Celsius units.) [7].

Properties Function Unit

Density ρ = 1000 × 0:9501 − 2:2976E − 4 × T − 1:46E − 8 × T2 + 5:638E − 12 × T3À Á
kg/m3

Dynamic viscosity

μ = 0:001 × 0:1235 ± 0:0018ð Þρ1/3 × exp 697 ± 9ð Þ ρ/T½ �: T ≤ 500°C
Pa-sμ = 0:001 × 0:0851 ± 0:0013ð Þρ1/3 × exp 1040 ± 19ð Þ ρ/T½ �: T ≥ 500°C

(The unit of ρ in dynamic viscosity equation is g/cm3

Thermal conductivity λ = 100 × 0:907 − 4:85E − 4 × Tð Þ W/m°C

Specific heat Cp = 4184 × 0:34324 − 1:3868E − 4 × T + 1:1044E − 7 × T2À Á
J/kg°C

Outer fluid region
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 f
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 re
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Inner fluid region Outer fluid region

Heat flux on
rod inner wall

Figure 6: Computational grid system of the PLANDTL 37-PIN wire-wrapped fuel bundle.
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Minimum axial grid 
spacing of 0.46 mm

(a) Grid A

Minimum axial grid 
spacing of 0.30 mm

(b) Grid B

Minimum axial grid 
spacing of 0.18 mm

(c) Grid C

Figure 7: Mesh distribution on different axial grid spacings.
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and 203, respectively. In Figure 11(a), which compares the
normalized velocity, the results for the three grid systems
are the same. In Figure 11(b), which compares the TKE
results, there is a difference of about 7.8% between grid D
and grid F exists at the maximum peak value, but the other
graphs appear to show the same trends. It was confirmed

that there is a small difference in the friction factor, y+ value,
and the flow field in all grids D, E, and F, and appropriate
convergence results were obtained for each grid. Therefore,
the grid system selected for analysis in this study, with a
minimum axial grid size of 0.30mm and an average y+ value
of 0.94, was confirmed to be appropriate.

Table 4: Axial grid sensitivity analysis and friction factor result at Re = 32,850.

Grid name Number of cells (fluid region) Minimum axial grid spacing Friction factor (CFD) f CFD − f UCTD
f UCTD

Grid A 19.2M 0.46mm 0.0229026 0.80%

Gird B 28.6M 0.30mm 0.0229037 0.79%

Grid C 48.0M 0.18mm 0.0229488 0.60%
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3.3. Turbulence Model Sensitivity Analysis. Three major
numerical techniques can be used to analyze turbulent flow
fields: direct numerical simulation (DNS), large eddy simula-
tion (LES), and Reynolds-averaged Navier-Stokes (RANS)
simulation. RANS uses time-based, ensemble-averaged
Navier-Stokes equations, and models all of the effects from
turbulence. Although RANS yields a lower-resolution analysis
than DNS or LES, it is widely used in engineering applications
due to the practical aspect of not requiring high-resolution
computational grids. The turbulence models for the RANS
equations are for computing the Reynolds stress tensor from
the turbulent fluctuations in the fluid momentum. The com-
putational cost of DNS and LES increases with the cube and
square of the Reynolds number. Therefore, taking into consid-
eration the computational resources, a RANS simulation was
adopted for the CFD analysis in this study [5].

The STAR-CCM+ software package includes various
built-in turbulence models such as k − ε, k − ω, Reynolds
stress turbulence, and Spalart-Allmaras turbulence [16]. It
is necessary to analyze the sensitivity of the model. The k
− ε turbulence model accurately predicts the turbulence
behavior in the free turbulence region where the pressure
gradient is small, but the boundary layer separation predic-
tion in the viscous low layer region is inaccurate. Wilcox’s
k − ω turbulence model accurately predicts delamination
due to reverse pressure gradients but is sensitive to inflowing
free turbulence. Therefore, Menter proposed the SST model

using only the advantages of the k − ε and k − ω turbulence
models. In this study, to understand the sensitivity of
STAR-CCM+, the sensitivity to three turbulence models
such as k − ε, k − ω, and SST was investigated.

Turbulence models such as k − ε, k − ω, and SST have
become industry standard models and are commonly used
for most types of engineering problems. The SST model
solves the above problems for switching to the k − ε model
in the free-stream and the k − ω model in the viscous sub-
layers. The sensitivity of turbulence models such as the
Reynolds stress model (RSM), k − ε, k − ω, and SST has been
investigated 127-pin and 61-pin fuel assemblies. In that
study, the friction factors with the SST model are 1.5–4.5%
higher than that with the k-ε model. The friction factor with
the SST model is 1.4–1.5% lower than that with the k − ω
model. Because the SST model switches to the k − ε model
and the k − ω model, the value of the friction factor with
the SST model is between that with the k − ε model and that
with the k-ω model [5].

In this session, realizable k − ε, standard k − ε, standard
k − ω, and SST k − ω (Menter) models were used to analyze
the changes in the flow and temperature fields for each
model. As in the previous session, Figure 12 shows the nor-
malized axial velocity and TKE. In Figure 12(a), the same
velocity field was also observed for all k − ε models as well.
The maximum normalized axial velocity differed for the
k − ω and k − ε models, with the prediction of the k − ε
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Figure 9: Friction factor correlations in the 37-pin wire-wrapped fuel bundle.

Table 5: Application range and database for friction factor correlations.

Model Nr P/D H/D Reynolds number range Uncertainty

Rehme [10] 7~217 1.1~1.42 8.0~50.0 1000 ~ 3 × 105 ±8%
Engel [11] 19~61 1.067~1.082 7.7~8.3 All regimes (50~106) ±15%
CTS [12] 19~217 1.025~1.42 8.0~50.0 All regimes (50~106) ±15%
UCTD [13] 7~271 1.000~1.420 8.5~52.0 All regimes (50~106) ±15%
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model lower than that of the k − ω model. Figure 12(b) com-
pares the TKE results, with the maximum TKE predicted by
the k − ω model tending to be approximately 50% lower than

that of the k − εmodel. The TKE of the k − εmodel is derived
to be larger, and this large TKE promotes the mixing effect of
the wire spacer, such that the thermal mixing is more effective.

23 grid points

27 grid points

31 grid points

Fluid

domain

Grid D

Grid E

Grid F

Figure 10: Mesh distribution on different radial grid spacings.

Table 6: Radial grid sensitivity analysis and friction factor result at Re = 32,850.

Grid name Number of cells Radial grid points
Max
y+

Average
y+

Min
y+

Minimum scale from wall Friction factor (CFD) f CFD − f UCTD
f UCTD

Grid D 29.5M 23 22.3 1.88 0.27 1:25 × 10−6 0.0221037 4.26%

Gird E 32.5M 27 10.5 0.94 0.062 4:16 × 10−7 0.0229026 0.80%

Grid F 35.5M 31 4.42 0.61 0.023 2:50 × 10−7 0.0230485 0.17%
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Figure 11: Flow field comparison from point A to point B for different radial grid spacing.
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The difference in turbulent kinetic energy between the
k − ε model and the k − ω model is due to the difference in
production term. The transport equation of the k-ε model
is as follows [16]:

∂
∂t

ρkð Þ+∇∙ ρk�vð Þ = ∇∙ μ +
μt
σk

� �
∇k

� �
+ Pk − ρ ε − ε0ð Þ + Sk,

ð9Þ

∂
∂t

ρεð Þ+∇∙ ρε�vð Þ = ∇∙ μ +
μt
σε

� �
∇ε

� �
+

1
Te

Cε1Pε

− Cε2 f2ρ
ε

Te
−

ε

T0

� �
+ Sε:

ð10Þ

The transport equation of the k − ω model is as follows:

∂
∂t

ρkð Þ+∇∙ ρk�vð Þ = ∇∙ μ + σkμtð Þ∇k½ � + Pk − ρβ∗ f β∗ ωk − ω0k0ð Þ + Sk

ð11Þ

∂
∂t

ρωð Þ+∇∙ ρω�vð Þ = ∇∙ μ + σkμtð Þ∇ω½ � + Pω − ρβf β ω2 − ω2
0

À Á
+ Sω

ð12Þ
The Pk is the production of turbulent kinetic energy

from the shear strain rate. The Pε is the production of turbu-
lent dissipation rate ε in order to determine the turbulent
eddy viscosity.

The formulation of the production terms Pk and Pε
depends on the standard k − ε model variant:

Pk =Gk +Gnl + Gb − γM ,

Pε = Gk +Gnl + Cε3Gb,
ð13Þ

The formulation of the production terms Pk and Pε

depends on the realizable k − ε model variant:

Pk = f cGk +Gb − γM ,

Pε = f cSk + Cϵ3Gb:
ð14Þ

Gk is turbulent production, Gnl is nonlinear production,
Gb is buoyancy production, and γM is compressibility mod-
ification, where

Gk = μtS
2 −

2
3
ρk∇∙�v−

2
3
μt ∇∙�vð Þ2,

Gb = β
μt
Prt

∇�T∙g
À Á

,

Gnl = ∇∙�v,

γM =
ρCMkε
c2

:

ð15Þ

The formulation of the production terms Pk and Pε
depends on the standard k − ω model variant:

Pk =Gk +Gb,

Pω =Gω:
ð16Þ

The formulation of the production terms Pk and Pε
depends on the SST k − ω model variant:

Pk =Gk +Gnl +Gb,

Pω =Gω +Dω:
ð17Þ

Gω is specific dissipation production, and Dω is cross-
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Figure 12: Flow field comparison from point A to point B for different turbulence models.
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diffusion term, where

Gk = μt f cS
2 −

2
3
ρk∇∙�v−

2
3
μt ∇∙�vð Þ2,

Gb = β
μt
Prt

∇�T∙g
À Á

,

Gnl = ∇∙�v,

Gω =
Standard k − ω : ρα α∗S2−

2
3

∇∙�vð Þ2
� �

−
2
3
ω∇∙�v

� �
,

SST k − ω : ργ S2−
2
3

∇∙�vð Þ2
� �

−
2
3
ω∇∙�v

� �
,

8>>><
>>>:

Dω = 2ρ 1 − F1ð Þσω2

1
ω
∇k∙∇ω:

ð18Þ

The production term of the k-ε model predicted a larger
TKE than the k-ω model, which means that the k-ε turbu-
lence model predicted the mixing of the fluid by the wire
spacer more strongly, resulting in more energy loss. This
can be seen from the shape difference of the velocity profile
at points A and B between the walls of no. 1 and no. 3 rods
in Figure 12(a). The velocity profile of the k-ε model was
flattened to equalize the velocity.

As shown in Figure 13, due to this effect, the temperature
of the k − ω model is higher in the central region, and the
temperature of the k − ε model is higher as it approaches
the edge subchannel. In Figure 13(a), the temperature distri-
bution for x/Dh < −2 is different from that of x/Dh > 2, which
is due to the effect of the unheated pins 410 and 411 in the
4th ring. In addition, in Figure 13(b), for x/Dh > 2, the tem-
perature is low due to the effect of the unheated pin. A
detailed analysis of the effect of these unheated pins is given
in the following section. There is a clear difference between
the velocity field and the temperature field for each turbu-

lence model, which should be analyzed in detail in a
follow-up study.

Figure 14 compares the results of the sensitivity analysis
of the different turbulence models. Since the pressure drop
was not measured in the experiment, only the friction factor
was compared with the correlation. Both k − ω turbulence
models agree well with the UCTD correlation in all regimes,
while both k − ε models differ from the UCTD correlation.
For low Reynolds numbers, both k − ε models overestimate
compared to the UCTD. The grid used to investigate the
axial friction factor of the turbulence model may not be suit-
able for the standard k − ε model because the average y+

value is less than 1. When considering the functionality of
a two-layers all y+ wall treatment, it is also possible to use
a k − ε model with the y+ < 1 mesh. In all flow regimes, the
standard k − ε model differs from the UCTD. On the other
hand, the realizable k − ε model includes a new transport
equation for the turbulent dissipation rate ε. This model is
substantially more accurate than the standard k − ε model
for many applications and can generally be relied upon to
provide answers that are at least as accurate. Both k − ω
models were also able to predict the axial friction factor in
the turbulent regime with low error with respect to the
UCTD correlation or slightly overestimated them. Based
on the results of the sensitivity analysis obtained with the
turbulence model, it can be concluded that the SST k − ω
turbulence model predicted the pressure drop the most
accurately. The average y+ value at Re = 91,870 is 1.90, and
the average y+ values for different Reynolds numbers, where
pressure drop is compared, are maintained below 2 in all
cases. In addition, most CFD studies of wire-wrapped fuel
bundles were performed using the SST turbulence model.
Jeong et al.’s results show that the pressure drop results
using the SST turbulence model are in best agreement with
the correlation equation in previous studies using CFX [4,
5, 17]. Bovati et al. reported that the SST k − ω simulation
results were suitable for predicting the velocity and pressure
fields within wire-wrapped rod bundles through
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comparisons with experimental data and LES [15]. There-
fore, the RANS-based SST turbulence model with all y+ wall
treatment was selected for this analysis. The results obtained
with this model and those of the grid system derived from
the above grid sensitivity analysis were evaluated in compar-
ison with the experimental results.

4. Heat Transfer Result

The CFD analysis was performed using the grid and turbu-
lence model obtained through the grid sensitivity analysis
and turbulence model sensitivity analysis described in the
previous section. The grid system used for the steady-state
analysis adopted a grid with a minimum axial grid spacing
of 0.30mm and average y+ of 0.94 and is composed of a hex-
ahedral mesh as shown in Figure 6. The fluid, solid, and
interface regions have a conformal interface.

In the experiment, a total of four types of sensors and
thermocouples were used to measure the temperature. A
total of 166 thermocouples are installed in the planes of dif-
ferent axes, and 33 thermocouples are installed in the top of
the heated section. The following types of thermocouples are
as follows: TW type (installed in the wire spacer), TV type
(installed in the void sensor), TS type (attached to the sur-
face), and TB type (spacer wire type). The thermocouple
types for each pin number are listed in Table 7. Since the
exact temperature measurement location for each type of
thermocouple is not shown in the experimental report, the
temperature was compared by selecting the measurement
location as shown in Figure 15. Of the 37 pins,
Figure 15(a) shows only the 7 pins in the center area, and
the subchannels adjacent to the wire were selected to com-
pare the temperatures. For example, pin number 101 (sub-
channel 6) and pin number 201 (subchannel 4) are paired
with each other. Figure 15(b) shows the numbering of the
subchannels of the 37-pin wire-wrapped fuel bundle.
Table 7 compares the resulting normalized temperature,
and the error of each component is less than 1%. To com-

pare the temperature of wire and subchannel, the normal-
ized temperature Θ is defined in Equation (19).

Θ =
T − T in
Tout − T in

: ð19Þ

To reduce the uncertainty introduced by the unknown
location of the thermocouple, the results are compared using
the average temperature of the subchannel. Therefore, the
temperature comparison to the experimental results in this
section was made by measuring the temperature of the sub-
channel. Due to the high thermal conductivity of sodium,
there is almost no difference between the temperature at
the midpoint of the wire and the average temperature of
the subchannel.

As described previously, the temperature of the thermo-
couple attached to the wire spacer was compared by using
the same location for the experimental and CFD results. This
section presents the effect of the turbulent Prandtl number
(Prt), the effect of the radial temperature distribution accord-
ing to the number of heated pins, and a comparison of the
experimental and CFD results in the steady state.

4.1. Comparison of Heat Transfer Correlations with
Turbulent Prandtl Number. Liquid metals, unlike conven-
tional fluids, have a highly complex heat transfer phenome-
non due to their low Prandtl number. Accurate prediction of
turbulent heat transfer at these low Prandtl numbers is not
an easy task using standard turbulence models [18]. The
thermal conductivity of liquid metals is several times higher
than that of conventional fluids, but the viscosity and
Prandtl number of liquid metals are much lower than those
of conventional fluids. Therefore, when considering the heat
transfer characteristics of liquid metals, heat conduction
cannot be neglected in favor of momentum transport and
heat transfer. Sometimes thermal diffusion in liquid metals
is much larger than viscous diffusion; thus heat conduction
plays a dominant role, and the thermal boundary layer is
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thicker. For sodium, the Prandtl number is very small, typi-
cally in the range of less than 0.01. This means that the con-
ductive heat transfer mechanism dominates that of
momentum transfer. Most turbulence models that rely on
the concept of eddy diffusivity to describe turbulent heat
transfer use turbulent Prandtl numbers.

Bricteux performed a numerical analysis of the flow char-
acteristics of a liquid metal between two plates at a low Reyn-
olds number using the LES and DNS methods [19]. Since the
Reynolds analogy cannot be used for turbulent heat transfer in
liquid metals, it is suggested that a different concept of the tur-
bulent Prandtl number should be used [20]. For Reynolds
analogy approaches, based on the similarity between momen-
tum and heat diffusion, the turbulent Prandtl number (Prt)
has been proposed tomodel the turbulent heat flux. The Reyn-
olds analogy is a commonly used approach to evaluate turbu-
lent thermal diffusivity. This approach introduces a turbulent
Prandtl number by assuming similarities in the turbulent
transport of momentum and heat. In most cases, the turbulent
Prandtl number is considered to have a constant value in the
range of 0.8-1.0, and in most cases, it has been proposed
through major assumptions without a physical basis. The

Table 7: Type of thermocouple for each pin and normalized
temperature comparison at the wire midpoint and subchannel.

Pin number
(TC type)

Numbering
Normalized
temperature

Error (%)

Pin 101 (TW)
No. 1 wire 1.147

0.168
Subchannel 6 1.145

Pin 201 (TS)
No. 2 wire 1.156

0.084
Subchannel 4 1.157

Pin 202 (TS)
No. 3 wire 1.136

0.119
Subchannel 24 1.137

Pin 203 (TS)
No. 4 wire 1.099

0.172
Subchannel 8 1.097

Pin 204 (TS)
No. 5 wire 1.068

0.508
Subchannel 24 1.063

Pin 205 (TS)
No. 6 wire 1.108

0.315
Subchannel 22 1.104

Pin 206 (TSS)
No. 7 wire 1.151

0.165
Subchannel 20 1.149

Pin 301 (TV)
No. 8 wire 1.100

0.224
Subchannel 16 1.103

Pin 302 (TS)
No. 9 wire 1.102

0.411
Subchannel 14 1.107

Pin 303 (TV)
No. 10 wire 1.067

0.531
Subchannel 12 1.073

Pin 304 (TS)
No. 11 wire 1.077

0.114
Subchannel 10 1.075

Pin 305 (TV)
No. 12 wire 1.013

0.630
Subchannel 28 1.007

Pin 306 (TS)
No. 13 wire 0.989 0.356

Subchannel 26 0.986

Pin 307 (TV)
No. 14 wire 0.923 0.688

Subchannel 54 0.916

Pin 308 (TS)
No. 15 wire 0.994 0.384

Subchannel 52 0.991

Pin 309 (TV)
No. 16 wire 1.035 0.430

Subchannel 50 1.030

Pin 310 (TS)
No. 17 wire 1.095 0.348

Subchannel 48 1.091

Pin 311 (TV)
No. 18 wire 1.099 0.269

Subchannel 46 1.096

Pin 312 (TS)
No. 19 wire 1.147 0.168

Subchannel 18 1.145

Pin 401 (TV)
No. 20 wire 1.156 0.084

Subchannel 40 1.157

Pin 402 (TS)
No. 21 wire 1.136 0.119

Subchannel 38 1.137

Pin 403 (TB)
No. 22 wire 1.099 0.172

Subchannel 36 1.097

Pin 404 (TW)
No. 23 wire 1.068 0.508

Subchannel 34 1.063

Table 7: Continued.

Pin number
(TC type)

Numbering
Normalized
temperature

Error (%)

Pin 405 (TS)
No. 24 wire 1.108 0.315

Subchannel 32 1.104

Pin 406 (TW)
No. 25 wire 1.151

0.165
Subchannel 30 1.149

Pin 407 (TW)
No. 26 wire 1.100

0.224
Subchannel 57 1.103

Pin 408 (-)
No. 27 wire 1.102

0.411
Subchannel 56 1.107

Pin 409 (TS)
No. 28 wire 1.067

0.531
Subchannel 55 1.073

Pin 410 (-)
No. 29 wire 1.077

0.114
Subchannel 73 1.075

Pin 411 (TS)
No. 30 wire 1.013

0.630
Subchannel 72 1.007

Pin 412 (-)
No. 31 wire 0.989

0.356
Subchannel 71 0.986

Pin 413 (TW)
No. 32 wire 0.923

0.688
Subchannel 70 0.916

Pin 414 (TW)
No. 33 wire 0.994

0.384
Subchannel 69 0.991

Pin 415 (-)
No. 34 wire 1.035

0.430
Subchannel 68 1.030

Pin 416 (TW)
No. 35 wire 1.095

0.348
Subchannel 67 1.091

Pin 417 (TV)
No. 36 wire 1.099

0.269
Subchannel 44 1.096

Pin 418 (TW)
No. 37 wire 0.997

0.628
Subchannel 42 1.003
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Prt model is always used to calculate turbulent heat transfer
because the turbulent eddy viscosity (μt) can be obtained in
eddy viscosity models. As known from Equation (20), Prt is
defined as the ratio of the momentum eddy diffusivity to
the thermal eddy diffusivity [20].

Prt =
ϵm
ϵh

ð20Þ

Eddy viscosity models are based on the analogy between
the molecular gradient-diffusion process and turbulent
motion. The concept of a turbulent eddy viscosity μt makes
it possible to model the stress tensor as a function of mean
flow quantities. The eddy viscosity models in Simcenter
STAR-CCM+ solve additional transport equations for scalar
quantities from which the turbulent viscosity μt can be
derived [16]. The turbulent mixing energy k and the spe-
cific dissipation rate ω are required to define the eddy μt
[21]. In k − ω turbulence models, the turbulent eddy viscos-
ity μt is calculated as

μt = α∗
ρk
ω
: ð21Þ

In Wilcox’s model, the closure constants are determined
as α∗ = 1:0 [21].

The effective viscosity, which is composed of both lami-
nar and turbulent viscosity, is calculated as follows:

μeff = μ + μt: ð22Þ

The effect of turbulent flow, through turbulent eddy vis-
cosity, induces enhanced heat transfer in the energy transport

equation. Therefore, this enhancement can take into account
the effective thermal conductivity due to turbulent flow.

λeff = λ +
μtCp

Prt
: ð23Þ

For RANS turbulence models, the energy transport equa-
tion can be written as [16]

∂
∂t

ρ�E
À Á

+∇∙ ρ�E�v
À Á

= −∇∙�pmod�v+∇∙ Τ + ΤRANS
À Á

�v−∇∙�q + fb�v:

ð24Þ

For RANS turbulence models, the definition of the mean
heat flux in the energy equation is based on a Boussinesq
approximation. By default, the mean heat flux �q in the energy
Equation (25) is assumed to be proportional to the turbulent
eddy viscosity and inversely proportional to Prt as [16]

�q = − λ +
μtCp

Prt

� �
∇�T = −λeff ∙∇�T: ð25Þ

μt is the turbulent eddy viscosity as given by the respective
turbulence model and transport equations, and Prt is constant
value. The μt calculated as in Equation (21) affects the gener-
ation of turbulent kinetic energy in Equations (9), (10), (11),
and (12), and its effect on turbulent heat transfer can be con-
trolled by the user-defined Prt . value. To accurately predict
the turbulent heat transfer for a specific turbulence model
and flow conditions in a given geometry, it is necessary to per-
form a sensitivity analysis on Prt . Therefore, a study was con-
ducted to investigate the effect of changes in the turbulent
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Prandtl number on turbulent heat flux. The turbulent Prandtl
number for a wire-wrapped fuel bundle was proposed using
CFD by comparing it with the experimental result.

In this study, the global average Nusselt number defined
by the Equation (26) was used for comparison with the heat
transfer correlation.

Nu =
hDh

λ
=

q′′∙Dh

λ∙ Tw − Tbð Þ : ð26Þ

When defining the Nusselt number, the global averaged
values can differ significantly from the local values, which
are very sensitive to the relative position in the bundle. Con-
sidering these two different approaches (global versus local),
more reasonable and informed comparisons can be made to
the existing empirical heat transfer correlations [22]. The
global average Nusselt numbers from the NACIE and
THEADES experiments are presented by Pacio et al. [23].
Figure 16 compares the heat transfer of correlation and CFD
results for different Peclet numbers. The analysis results with
turbulent Prandtl numbers in the range of 0.002 to 3 were
compared with the liquid metal heat transfer correlations of
Mikityuk [24], Ushakov et al. [25], and Gräber and Riger [26].

The Mikityuk correlation [24]

Nu = 0:047 1 − e−3:8 P/Dð Þ−1ð Þ
� �

Pe0:77 + 250
À Á

: ð27Þ

The Ushakov correlation [25]

Nu = 7:55
P
D

� �
−

20
P/Dð Þ13 +

0:041
P/Dð Þ2 Pe

0:56+0:19 P/Dð Þ: ð28Þ

The Gräber correlation [26]

Nu = 0:25 + 6:2
P
D

� �
+ 0:032

P
D

� �
− 0:007

� �
Pe0:8−0:024 P/Dð Þ:

ð29Þ

All three correlations could be used over the entire
region of data ðP/D = 1:1 − 1:95 and Pe 30 − 5000Þ [24].

These correlations were derived from data on tube bundles,
not wire-wrapped rod bundles. The correlation equation does
not include a variable for wire spacer geometry. Understanding
the thermo-hydraulic behavior of bare rod bundles is a good
approach to simulating heat transfer in the core of a nuclear
reactor, but caution should be exercised when applying it to
wire-wrapped rod bundles [27]. In this work, empirical correla-
tions of the type given by Equation (26) are used to compare
results, despite the fact that these models do not take into con-
sideration phenomena such as overall swirl and flow recircula-
tion behind the wires [23]. Since the presence of spacers has a
tendency to increase heat transfer and pressure drop, these cor-
relations can be considered conservative for actual fuel assem-
blies [28]. Therefore, a comparison of the Nusselt number was
performed to observe the trends in the CFD analysis results.

A decrease in the turbulent Prandtl number leads to an
increase in the Nusselt number, i.e. an increase in heat trans-
fer. At the steady state velocity of 0.3407m/s, the Peclet
number is approximately 18.5 and there is no corresponding
heat transfer correlation in this state.

Figure 17 compares the CFD results for different Prt
numbers with the experimental results. An error bar consid-
ering the uncertainty of the thermocouple was displayed
along with the experimental data. In addition to the insuffi-
ciencies of the measurement system, the measured values are
inaccurate because the installed thermocouples have a toler-
ance of 0.75% level (maximum error ± 7:5°C at 1000°C) and
the quality of the thermocouples deteriorates beyond the
allowable temperature range of up to 600°C [29]. The tem-
perature distribution in the radial direction varies depending
on the Prt number, which is significantly different at 0.002,
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Figure 16: Heat transfer comparison of correlations and CFD
results for different turbulent Prandtl numbers and a range of
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0.005, 0.02, and 0.1 (or 0.9, 3). In the central part (2nd ring,
3rd ring), where unheated pins have no effect, when Prt is
large, there is less heat transfer takes place in the circumfer-
ential direction, thus the temperature appears high. On the
other hand, when Prt is small, the temperature at the center
is low, and the temperature of the 4th ring, which includes
the unheated pins, is high. This difference in temperature
distribution was particularly large at pins 407, 408, 409,
410, and 411. The reason is that the flow rate and tempera-
ture distribution of subchannel numbers 71, 72, 73, 55, 56,
57, and 74 were affected as the wire rotated clockwise. This
means that, despite the low flow conditions with a low Peclet
number, heat transfer to the relatively cold fluid around the
unheated pin is effective due to the hot sodium in the center
because of the high thermal conductivity of sodium. Fur-
thermore, as Prt decreases, according to Equation (25), the
turbulent heat flux increases, which enhances the turbulent
heat transfer and reduces the temperature gradient.

Figure 18 shows the temperature contour at the top of the
heated section for different Prt . The turbulent thermal diffu-
sivity is proportional to the temperature gradient by the ratio
of the turbulent viscosity to Prt . As Prt becomes smaller, the
influence of the thermal diffusivity increases, and the temper-
ature distribution in the radial direction tends to flatten. In
Figure 18, the radial temperature distribution according to
the change in Prt can be confirmed. These results are similar
to those for the Nusselt number in Figure 16.

In Figure 17, the relative error between the CFD result
and the experimental result is calculated and then averaged
to be 2.32%, 1.95%, 1.63%, 2.36%, 2.54%, and 2.54%, respec-
tively. The experimental temperature data is not an absolute
value due to various uncertainties. Because of the limited
information of the sodium experiment, there are also uncer-
tainties in the CFD analysis, so this sensitivity analysis was
performed to compare the trend with the experimental data.
In the cases shown in Figure 16, the effect of the temperature
gradient due to Prt was found to be minimal when Prt is
greater than 0.9. This is because the present case corre-
sponds to a low Reynolds number flow with a very small
Peclet number. As Pe increases, the proportion of heat trans-
fer dominated by conduction decreases and the influence of
convection increases, resulting in differences in heat transfer
phenomena due to changes in Prt . 0.02 was used for Prt in
this CFD analysis, which is consistent with the results for
Prt previously obtained by Jeong et al. for a SIENA 7-pin fuel
assembly [3]. However, the values for Prt determined in
these experiments are not generally applicable and are only
applicable to the PLADNTL 37-pin fuel bundle. Therefore,
it is necessary to define this part as a limitation of the turbu-
lence model application and further verification is needed to
evaluate the suitability of the turbulence model application
in the future. Further research is needed on different wire-
wrapped fuel bundle geometries, uncertainties in sodium
thermal conductivity, uncertainties in turbulent flow, uncer-
tainties in heating conditions, and various flow regime etc.

4.2. Validation of Experimental and CFD Results for the
Steady State. In this study, the results for the steady state
were verified before an LOF event occurred. As shown in

Figure 2, to compare the results in each radial direction,
the ring number was assigned according to the position of
the pin, and each numbered ring was analyzed. Further-
more, the temperatures at points A to F, which are the posi-
tions of the duct wall surfaces, were also compared. Since pin
numbers 206, 404, 408, 410, 412, and 415 marked in red are
positions where the temperature is not provided, the tem-
peratures at the other positions are compared. Figure 19
shows the temperature distribution of the numerical study
obtained using STAR-CCM+ and the experimental data.
As mentioned earlier, the experimental values are shown
with an error of 0.75%. Since the PNC report only provides
results for the top of the heated section, the comparison with
this CFD analysis was made at the top of the heated section.
Figure 19(a) shows the CFD and experimental temperature
comparison for the 1st and 2nd rings; Figure 19(b) for the
3rd ring; Figure 19(c) for the 4th ring; and Figure 19(d) for
the temperature at the duct wall. The temperature distribu-
tions in the 1st, 2nd, and 3rd rings were in good agreement
with the experimental results. At pin 307 of the 3rd ring and
pin 410 of the 4th ring, the temperature distribution calcu-
lated using CFD crosses over the experimental result.

This part is located along the periphery adjacent to the two
unheated pins 410 and 411. Similarly, the temperature distri-
bution of the duct wall surface at edges D and E around the
unheated pin was overestimated compared to the experimen-
tal results. CFD overestimated the temperature distribution
around the unheated pin, which seems to be due to the differ-
ence in the flow distribution of the subchannel because the
mixing effect of the wire spacer is different from the actual
one. In the corner and edge subchannels near the wall of the
duct, the prediction of the temperature and mass flow in
experiments and CFD tends to be inaccurate. In
Figure 19(c), the regions where experimental errors often
occur are all near the corner and edge subchannels. When
the wire spacer of the pins in the 4th ring does not belong to
the edge and corner subchannels, the difference between the
experimental result and the CFD result is relatively smaller
than that of other pins that belong to the edge and corner sub-
channels. The relative error is defined as in Equation (30), and
the maximum relative error of 5% occurs at pin 414.

Relative error = TEXP − TCFD
TEXP

����
���� × 100%: ð30Þ

4.3. Effect of Radial Temperature Difference with Number of
Heated Pins. Kabir and Hayafune noted that the presence of
three unheated pins within the fuel pin bundle had a signifi-
cant effect on the radial temperature distribution [2]. In addi-
tion, it wasmentioned that after boiling occurred in the central
part, an uneven radial temperature distribution was generated
by the three unheated pins, thereby increasing the boiling area
eccentrically. In contrast to the experimental report, which
presents the results only after boiling, in this section, we pres-
ent an analysis of the effect of the unheated pin on the radial
temperature distribution before boiling. In other words, we
have considered the skewing effect of the radial pin power.
The skewing effect of this radial pin power has also been

20 International Journal of Energy Research



studied for fuel bundles by ORNL, Toshiba, and Westing-
house Advanced Reactor Division (WARD) [30–32]. The
ORNL-TM-4113 report describes the Fuel Failure Mockup
(FFM), a sodium test facility built specifically for testing simu-
lated LMFBR core segments at Fast Test Reactor (FTR) design

power and coolant flow conditions, and documents the data
obtained from the series of tests conducted on a test bundle.
This ORNL-TM-4113 report describes five cases of testing
the effects of radial pin picking. The reason for performing
these tests is as follows [30]:

< 600 > 730665
Temperature (C)

(a) (b)

(c) (d)

(e) (f)

Figure 18: Temperature contour at top of heated section for different turbulent Prandtl numbers: (a) Prt = 0:002 (b) Prt = 0:005, (c) Prt = 0:02,
(d) Prt = 0:1, (e) Prt = 0:9, and (f) Prt = 3.

21International Journal of Energy Research



(1) To determine temperature profiles in a simulated
segment of an FTR fuel subassembly near the wrap-
per with a linear power skew factor

(2) To determine mixing effects in a simulated segment
of an FTR fuel subassembly by heating the centrally
located seven heater pins

(3) To further investigate the effect of wire-wrap sweep-
ing on hexagonal duct temperatures

(4) To investigate the steep power gradient at low power
levels and low flows expected in the LMFBR demon-
stration reactor blanket

(5) To impose a 3/1 power skew on the bundle to exag-
gerate temperature differences across the bundle and
across the hexagonal flats to further investigate tem-
perature anomalies seen in ±10% power skew runs

As such, researches have been conducted to understand
the temperature gradient caused by the radial pin peaking
factor, and in this study, we also conducted an additional
study to understand the effect of radial temperature distribu-
tion as mentioned by Kabir and Hayafune.

The flow area inside the duct was compared along the x
-axis. When viewed from the top of the heated section in the
+z-axis perspective, the analysis was performed in the clockwise
direction. The power of the pins for each case is listed in Table 8.
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Figure 19: Comparison of experimental results and CFD analysis results for the top of the heated section in the steady state.
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Only the number of pins to be heated is different, but the
axial power distribution (Qz) is the same. For the same amount
of total power, because only 34 pins are heated, 1.088 times
more power is applied to each pin than when all pins are heated.
Therefore, in the central region, where the effect of the unheated

pin is less, the temperature of the sodium appears high because
it is affected by the greater amount of power. Figure 20 shows
the difference when the same 100kW power is applied to 37
pins compared to 34 pins. The dotted and solid lines represent
37-pin and 34-pin heating conditions, respectively. These

Table 8: Radial power skew with difference the number of heated pins.

Parameter 34 heated pins 37 heated pins

Total power 100 kW

Power of each pin Total power/34 (without pin 403, 410, 411) Total power/37 (all pins)

Axial power distribution Qz = 0:9929704 × cos 0:0223841 z − 46:5ð Þð Þ + 0:007079315Þ
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results can be inferred by observing the temperature distribu-
tion of the line that crosses (a) from the upper left to the lower
right of the duct (11 o’clock to 5 o’clock), (b) from the left end
to the right end of the duct (9 o’clock to 3 o’clock (c) and (c)
from the lower left to the upper right of the duct (1 o’clock
to 7 o’clock). The effect of the unheated pin can be seen
through the temperature distribution of each line. If the dotted
line has a higher temperature than the solid line, it means that
the unheated pin has a large effect on that area. If the unheated
pins have an effect, it is because the relatively cold fluid around
them flows into the surrounding subchannel. Figure 20(a)
compares the temperature distribution of the line from the
top left to the bottom right, where the effect of the unheated
pin is greatest. In the top left corner of subchannel 73, interior
subchannel 54, and the surrounding areas, the effect of the
unheated pin was particularly significant. The temperature in
the upper left corner is low because of the two unheated pins.
In Figure 20(b), the temperature difference between the solid
and dotted lines is the largest in the central region; the solid
line temperature is higher in the left end region; and the dotted
line temperature is slightly higher at subchannels 34 and 35.
The reason for this distribution is that the effect of the
unheated pin is small in the central region. Furthermore, in
the region on the left, the effect of the unheated pin is small,
and the orientation of the wire is such that it rotates clockwise,
in which case the convective heat diffusion around pin 413

would not have been significantly affected. This is because
pin 413 is moving away from pins 410 and 411 in a counter-
clockwise direction. At the right end, the effect of the unheated
pin was slightly dominant due to the influence of pin 403
below. In Figure 20(c), the region where the effect of the
unheated pin is noticeable is the upper right region, and cor-
ner subchannel number 74 was most affected. This is because
convective diffusion often occurs between edge or corner sub-
channels within the same ring. As shown in Figure 20, for
areas that are greatly affected by unheated pins (when only
34 pins are heated), the temperature distribution in the radial
direction has a large deviation. Table 9 shows the difference
between the maximum andminimum temperatures according
to each temperature measurement location. At all measure-
ment locations, when only 34 pins were heated, the tempera-
ture deviation was greater than when all 37 pins were heated.
This means that the radial power skew had a significant effect
on the radial temperature distribution. In the case with the
largest temperature deviation shown in Figure 20(a), the low-
est temperature was measured in subchannel 74, and the high-
est temperature was measured in subchannels 3 and 4.

In addition, the temperature changes along the z-axis of
subchannel 5, one of the interior subchannels, and along
subchannel 73, one of the corner subchannels, are compared
in Figure 21. The normalized axial power distribution and
the average sodium temperature of each plane along the z

Table 9: Temperature difference in each heating case according to the measurement line.

Temperature
measurement line

From 11 o’clock
position to

5 o’clock position

From 9 o’clock
position to

3 o’clock position

From 7 o’clock
position to

1 o’clock position
Number of heated pins 34pin 37pin 34pin 37pin 34pin 37pin

Maximum temperature (°C) 728.5 716.7 728.1 716.9 728.6 716.8

Minimum temperature (°C) 615.9 645.5 647 647.3 627.4 645.7

Max-min (°C) 112.6 71.2 81.1 69.6 101.2 71.1
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Figure 21: Comparison of subchannel and average sodium temperature along the z-axis.
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-axis are also plotted. As in the heated region in Figure 4, a
chopped cosine axial power distribution is applied to a
length of 930mm. In the interior subchannel, the tempera-
ture is higher than the average surface temperature due to
the effect of more power and less mass flow. On the other
hand, in the corner and edge subchannel, the temperature
is lower than the average sodium temperature because it is
less affected by the power and greater mass flow of the cool-
ant. In addition, the walls of the duct are adiabatics and the
flow resistance is low because the edge subchannels have a
larger hydraulic diameter than the interior subchannels.
Beyond the heated region, the temperature gradually
decreases in the interior subchannel due to the mixing effect
of the wire spacer, and the temperature in the corner sub-
channel gradually rises to approach the average temperature
even once heating ceases. When 37 pins are heated, uniform
power is applied to all pins, so the temperature of the corner
and interior subchannels is relatively close to the average
sodium temperature. On the other hand, when only 34 pins
are heated, the temperature of the corner subchannel is low
because of the effect of the unheated pins, and the tempera-
ture of the interior subchannel is high because it receives
more power.

As shown in Figure 22, the relative position of the vortex
in each subchannel is closely related to the vortex structure
behavior and the three-dimensional flow phenomenon.
The edge, corner, and interior vortex structures are periodi-
cally changed according to the relative positions of the wire
spacer and the duct [4, 5, 33]. The edge vortex structure has

a larger axial velocity than other vortex structure, and the
edge vortex structure is a type of longitudinal vortex and
has a larger scale than other subchannels. The strong longi-
tudinal vortex structure in the edge subchannel can achieve
better heat transfer characteristics than in the corner and
interior subchannels. The vortex structure affects the heat
transfer characteristics.

4.4. Analysis of Subchannel Temperature. For effective V&V
work with subchannel codes, it is important to provide sub-
channel information. In this section, the average tempera-
ture, mass flow rate, and area values of all 78 subchannels
are provided. The mass flow and area information are pro-
vided for results related to the top of the heated section.
The temperature data was measured for each height along
the z-axis, and the temperature data is provided on the z
-plane with a 0.5 wire lead pitch reduction from the top of
the heated section to the bottom. Although the overall aver-
age temperature is the same even beyond the top of the
heated section, the temperature distribution between the
subchannels varies due to the thermal mixing effect of the
wire spacer. The temperature was measured on a total of
six planes, and the temperature data are colored as shown
in Figure 23(a). The temperature is classified according to
the ring number of the subchannel, as shown in
Figure 15(b). Subchannels 25, 54, 55, 72, and 73, which are
the regions most affected by the unheated pins, have a rela-
tively lower temperature than the surrounding subchannels,
and this trend is distributed over all positions on the z-plane.

Large-scale
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Corner
vortex

Onset of large-
scale edge vortex

Small-scale
interior vortex

Velocity: magnitude (m/s)
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0288

Figure 22: Vorticity and velocity contours at the top of the heated section.
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The maximum temperature occurs in the interior subchannel
5, and the minimum temperature occurs in the corner sub-
channel 73. Figure 23(b) shows the area and mass flow rate
of each subchannel. Even in the same interior subchannel,
the area of the subchannel changes depending on the relative
position of the wire spacer. The area of the subchannel
decreases as the area occupied by the wire decreases, and the
mass flow rate decreases accordingly. Compared to the narrow
interior or corner subchannels, the edge subchannel occupies a
large area and thus accommodates a large mass flow.

Figure 24 shows the change in the temperature contour
along the z-axis according to each heating condition. To sim-

plify the presentation of the temperature gradient, the contour
does not include the heater section but only the fluid region,
wire, and cladding sections. As in the analysis in the previous
section, under 34-pin heating conditions, the temperature gra-
dient of the edge, corner channel, and interior subchannels is
mainly due to the effect of the unheated pins, and the temper-
ature appears high in the regions far from the unheated pins.
On the other hand, under 37-pin heating conditions, the tem-
perature gradient of the edge, corner, and interior subchannels
is small because the thermal mixing effect of the wire spacer is
relatively large, and a uniform temperature distribution
appears at the top of the heated section.
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4.5. Analysis of Pin Temperature with respect to Azimuth
Angle. This section presents the analysis of the dependence
of the temperature and peak temperature on the azimuth
angle of the pin cross section. Evaluating the fuel rod tem-

perature is one of the most important issues in reactor
uncertainty analysis. Depending on the cladding peak tem-
perature, the hot channel factor is defined and the reactor
safety margin is designed. The cladding peak temperature
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Figure 24: Difference in the temperature field according to the number of heated pins (The cross-section of the cladding and wire was
included in the temperature contour).
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was analyzed by determining the temperature change as a
function of the azimuth angle at the top of the heated section
and the effect of the unheated pins on the peak temperature.

Figure 25 shows the top of the heated section to compare
the temperature of pin numbers 101, 201, 203, 204, 206, 301,
305, 307, 311, 401, 407, 410, and 416. As shown in
Figures 3(a) and 4, the position of the wire at the top of the
heated section is directed at 150°, and the reference azimuth
is selected as shown in Figure 25(a). The temperature was
compared by defining the normalized temperature as in Equa-
tion (31). The normalized temperature is defined as the max-
imum and minimum temperatures of the pin, respectively.

T∗ =
T − Tmin

Tmax − Tmin
: ð31Þ

For ease of comparison, the normalized temperature con-
tour of 34 heating conditions is shown in the left column of

Figure 25, and the normalized temperature contour of 37 heat-
ing conditions is shown in the right column. The radial power
skew for each heating condition is listed in Table 8. Table 10
summarizes the angle at which the maximum and minimum
temperatures and peak temperatures of each pin occur. Most
of the results have a sinusoidal shape with the maximum
and minimum temperatures of one cycle. In addition, there
are discontinuous points where the temperature rapidly
decreases or rises, exist in the vicinity of 150°, which is the
position where the wires are in contact. The detailed analysis
of the temperature distribution according to the azimuth for
each pin is as follows:

(1) Pin 101. Figure 25(b) shows the comparison of pin
101, which is located in the center of the 1st ring. The 34-
pin and 37-pin heating conditions are shown in red and
blue, respectively. Unlike the average temperature, the hot
spot due to the presence of wires attached to the cladding
is always a concern as it can lead to failure of the cladding
material [34]. The cladding temperature in the azimuth
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angle of the center pin is shown as a polar graph in
Figure 26. As shown in Table 10, the peak temperature
points for the 34-pin and 37-pin heated conditions are dif-
ferent. There is a difference in peak temperature of about
9.5°C, and the peak temperature is located near the wake
region. The thermal resistance of the cladding is low, so
the temperature gradient inside the cladding is small, but
there is a localized temperature increase at the contact
between the wire and the cladding.

(i) 34-pin heating conditions: the difference between
the maximum and minimum temperature is 6°C, and the
position of the angle where the peak temperature appears
is approximately 226.9°. As shown in Figure 27(a), due
to the effect of the unheated pins, the peak temperature
occurred on the far side rather than at the exact position
of the wake region of the wire. The effect of the three
unheated pins increased the temperature gradient, and
the effect of the thermal mixing by the wire was relatively
smaller

(ii) 37-pin heating conditions: the difference between the
maximum and minimum temperature is 2.9°C, and the
angle at which the maximum temperature appears is
approximately 183.4°. This position coincides with the wake
region of the wire as shown in Figure 27(b)

Table 10: Maximum and minimum temperature according to the azimuthal angle of each pin.

Pin
number

Number of heated
pin

Maximum temperature
(°C)

Minimum temperature
(°C)

Max-min
(°C)

Angle of max temperature
(°)

101
34 pins 717.0 711.0 6.0 226.9

37 pins 707.5 704.6 2.9 183.4

201
34 pins 715.3 698.0 17.3 139.0

37 pins 706.3 693.9 12.4 133.4

203
34 pins 710.8 693.4 17.4 239.7

37 pins 704.8 690.9 13.9 220.5

204
34 pins 711.8 689.8 22.1 284.0

37 pins 706.2 694.5 11.7 284.0

206
34 pins 716.9 709.7 7.2 66.1

37 pins 707.2 697.9 9.3 66.1

301
34 pins 700.0 670.7 29.3 133.4

37 pins 694.2 671.0 23.2 127.8

305
34 pins 692.9 664.9 28.0 239.7

37 pins 690.9 668.7 22.2 220.5

307
34 pins 689.0 649.5 39.5 302.0

37 pins 694.3 673.4 20.9 296.1

311
34 pins 709.4 688.2 21.2 66.1

37 pins 697.5 676.3 21.1 59.7

401
34 pins 672.6 650.8 21.8 133.4

37 pins 671.1 653.4 17.7 127.8

407
34 pins 664.1 634.1 30.0 239.7

37 pins 668.5 650.2 18.3 220.5

410
34 pins 648.4 621.9 26.5 310.6

37 pins 672.7 650.5 22.2 302.0

416
34 pins 687.5 664.6 22.9 59.7

37 pins 675.9 654.3 21.6 59.7
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Figure 26: Polar graph of temperature according to the azimuth
angle of center pin.
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Figure 28 shows the tangential velocity expressed as an
absolute value. Referring to the angle of the top of the heated
section shown in Figure 3, the tangential velocity was com-
pared by adding two planes at the front and back. In the

interior subchannels, small-scale vortex structures develop
between the wire-wrapped bundles. Locally, near the suction
surface of wire spacers, wake regions develop due to helically
wire spacers. The wire and transverse flow created a wake
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Wirerotation
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Plane of top of heated section
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Figure 27: Temperature distribution of wire and cladding of pin 1 (the contour is normalized to the maximum and minimum temperature
of each pin).
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Figure 28: Tangential velocity distribution on the cross sectional planes (the colors of the pin and wire correspond to the legend of the
normalized temperature).
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with a low axial velocity region at the back of the wire. A
low-velocity region appears behind the wire caused by the
wake behind the wire [5].

(2) Pins in the 2nd Ring. Figures 25(c) and 25(d) com-
pare the temperature distributions of pins 201, 203, 204,
and 206, and these pins are located in the center adjacent
to pin 101. The point where the peak temperature appears
is located near pin 101, and the peak temperature of each
pin appears with a phase difference of 60°. In the 34-pin
heating condition, the largest temperature difference of
22.1°C occurred at pin 204. In addition, unlike the other
pins, the minimum temperature of this pin was lower than
the minimum temperature of the 37-pin heating condition
compared to the 34-pin heating condition.

(3) Pins in the 3rd Ring. Figures 25(e) and 25(f) compare
pins 301, 305, 307, and 311, and the position where the max-
imum temperature occurs for each pin is similar. The largest
temperature difference of 39.5°C occurs at pin 307 under 34-
pin heating conditions. Similar to the 2nd ring, a lower min-
imum temperature was generated due to the effect of the
unheated pin, and the peak temperature was also lower than
for the 37-pin heating condition.

(4) Pins in the 4th Ring. Figures 25(g) and 25(h) compare
pins 401, 407, 410, and 416, and the position of the peak
temperature for each pin is similar. The largest temperature
difference of 30.0°C occurs at pin 407 under the 34-pin heat-
ing condition. The colder sodium of unheated pins 410 and
411 flowed through the edge subchannel and affected the
temperature distribution of the subchannel around pin
407. The temperature along the edge and in the corner of
the subchannel around pin 407 at 78.9°C is lower than that
around the interior subchannel. Due to this effect, the lowest
maximum and minimum temperatures occur at pin 410,
which is an unheated pin, but the largest temperature differ-
ence occurs at pin 407.

5. Conclusion

In this study, the initial steady-state temperature data were
verified by performing CFD analysis for the 37-pin wire-
wrapped fuel bundle of the PLANDTL facility. A detailed
description of the PLANDTL facility with reference to the
PNC report is included. A hexahedral mesh was used to gen-
erate the same geometry as the test section of the 37-pin fuel
bundle of the PLANDTL facility, and the following analyses
were performed: axial grid sensitivity, radial grid sensitivity,
turbulence model sensitivity, and turbulent Prandtl number.

The analysis of the 37-pin fuel assembly using the
RANS-based STAR-CCM+ code was verified with the tem-
perature data of the PLANDTL experimental facility. The
results of the CFD investigation allowed the following con-
clusions to be made:

(1) The CFD results were in good agreement with the
friction factor correlation equations such as UCTD.
The RANS model indicated no difference in the fric-
tion factor by each axial grid. The normalized veloc-
ity and TKE were compared according to the radial
grid, and a difference occurred in the TKE value.

This is because the y+ value based on the wall-
normal grid spacing directly influenced the calcula-
tion of the value of the specific dissipation rate in
the k − ω turbulence model

(2) Two k − ε models and two k − ω models were com-
pared, and the normalized velocity and TKE were
analyzed in the same way as above. With the k − ε
model, the peak of the axial velocity is smaller than
with the k − ω model, and the maximum and mini-
mum values of the TKE appear larger. The effect of
this turbulence model also affected the difference in
temperature distribution. The analysis showed that
the temperature in the central region was lower
and the temperature in the outer region was higher
than with the k − ω model due to the stronger turbu-
lent kinetic energy of the k − ε model. A comparison
of the friction factor with the UCTD showed that the
two k − ω models deviated from the UCTD by a
small error, while the error of the k − ε model
occurred at a low flow rate

(3) As part of the heat transfer analysis, the Prt was ana-
lyzed. The heat transfer correlation according to Prt
and the temperature distribution in the radial direc-
tion were compared. When Prt was 0.02, the heat
transfer correlation and the temperature data of the
experiment were the best. Therefore, the turbulent
Prandtl number of the RANS analysis in this
STAR-CCM+ code was analyzed using 0.02

(4) The effect of an unheated pin on the temperature
distribution of the surrounding subchannels was
analyzed, and information on the temperature, mass
flow rate, and area of each subchannel was provided.
The temperature distribution of the coolant under
34-pin and 37-pin heating conditions was compared
in the radial direction, and the temperature change
along the z-axis of the interior subchannel and cor-
ner subchannel was analyzed. In addition, the analy-
sis of the peak temperature and the dependence of its
position on the azimuth angle for each pin allowed
the region in which the peak temperature of the clad-
ding of the wire-wrapped fuel bundle appeared to be
investigated

(5) The CFD analysis results calculated using the SST k
− ω model were compared with the experimental
results measured at the top of the heated section.
Only 31 pins with experimental temperature data
were compared among pins 1 to 37, and the experi-
mental result and CFD results were in good agree-
ment within 5% of the relative error. Edge
subchannels and corner subchannels had large
errors, while interior subchannels showed relatively
small errors

By successfully simulating the test section, the steady-
state CFD results were in agreement with the experimental
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results, and the transient analysis simulating the LOF event
will be performed based on these results.

Nomenclature

RANS: Reynolds-averaged Navier-Stokes
P: Rod pitch
D: Rod diameter
Dw: Wire diameter
H: Wire axial pitch
Dh: Hydraulic diameter
Nr: Number of pins in the bundle
Pr: Prandtl number
Prt : Turbulent Prandtl number
Nu: Nusselt number
Pe: Peclet number
Re: Reynolds number
ReL: Laminar to transition boundary Reynolds number
ReT : Transition to turbulent boundary Reynolds number
TKE: Turbulent kinetic energy
ϵm: Momentum eddy diffusivity
ϵh: Thermal eddy diffusivity
T : Temperature
Θ: Normalized temperature
λ: Thermal conductivity
Cp: Specific heat
f : Friction factor
v: Velocity
p: Pressure
k: Turbulent kinetic energy
ρ: Density
μ: Dynamic viscosity
ε: Dissipation rate of k
ω: Specific dissipation rate of k
μt : Turbulent eddy viscosity
μeff : Effective eddy viscosity
λeff : Effective thermal conductivity
�q: Mean heat flux
h: Heat transfer coefficient
q″: Heat flux
Tw: Wall temperature
Tb: Bulk temperature.
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