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a b s t r a c t

In theory, the sharp dose falloff at the distal end of a proton beam allows for high conformal dose to the
target. However, conformity has not been fully achieved in practice, primarily due to beam range un-
certainty, which is approximately 4% and varies slightly across institutions. To address this issue, we
developed a new range verification system prototype: a multi-slit prompt-gamma camera (MSPGC). This
system features high prompt-gamma detection sensitivity, an advanced range estimation algorithm, and
a precise camera positioning system. We evaluated the range measurement precision of the prototype for
single spot beams with varying energies, proton quantities, and positions, as well as for spot-scanning
proton beams in a simulated SSPT treatment using a phantom. Our results demonstrated high accu-
racy (<0.4 mm) in range measurement for the tested beam energies and positions. Measurement pre-
cision increased significantly with the number of protons, achieving 1% precision with 5 � 108 protons.
For spot-scanning proton beams, the prototype ensured more than 5 � 108 protons per spot with a 7 mm
or larger spot aggregation, achieving 1% range measurement precision. Based on these findings, we
anticipate that the clinical application of the new prototype will reduce range uncertainty (currently
approximately 4%) to 1% or less.
© 2023 Korean Nuclear Society, Published by Elsevier Korea LLC. This is an open access article under the

CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

In the field of radiotherapy, the sharp dose falloff of the proton
beam at the distal beam end (i.e., the beam range) theoretically
allows for highly conformal dose delivery to the target [1]. How-
ever, this conformity is not fully utilized in clinical practice, pri-
marily due to range uncertainty caused by inaccuracies in photon-
derived tissue stopping power, inter-fractional anatomical changes,
and patient setup errors [2]. To ensure target coverage and sparing
of organs at risk (OARs), a safety margin is added to the beam range
in treatment planning for robustness against range uncertainty
[3e7]. Additionally, to avoid the risk of range under-/over-shoot,
the lateral beam edge is often used instead of the much sharper
distal beam edge for sparing adjacent OARs [8]. These approaches,
by Elsevier Korea LLC. This is an
however, result in less conformal dose distribution (i.e., deposition
of substantial dose to the surrounding normal tissue) and a lower
degree of freedom in beam arrangement (i.e., avoidance of beam
direction toward a neighboring OAR) than potentially achievable
[9]. This implies that there is an opportunity for improvement by
reducing range uncertainty. Tattenberg et al. [9] reported the pos-
sibility of reducing normal tissue complication probability (NTCP)
for neighboring OARs even with a slight reduction of range uncer-
tainty, i.e., from the current level of 4%e3%.

To reduce range uncertainty in proton therapy, many re-
searchers have investigated in vivo range verification techniques
based on prompt-gamma imaging (PGI) [10]. This technique, sug-
gested by Stichelbaut and Jongen [11] and experimentally
demonstrated by Min et al. [12], is considered the most promising
approach due to the high correlation between the depth-dose
distribution and prompt-gamma (PG) emission profile and its
capability for real-time range monitoring [13]. Various PGI systems
have been proposed and experimentally evaluated, including the
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knife-edge slit camera [14e16], the multi-slit prompt-gamma
camera (MSPGC) [17], gamma electron vertex imaging (GEVI) sys-
tem [18e22], and Compton cameras [23e28], but none are
commercially available yet.

The first PGI system clinically applied is the knife-edge slit
camera [29], which is the most studied in this field. Its main
advantage is the high detection efficiency compared to other sys-
tems, which is crucial considering that most PGI systems suffer
from low detection efficiency and resultant high statistical un-
certainties in measured beam range, especially for spot-scanning
proton therapy (SSPT) [30]. However, the falloff in the measured
PG distribution at the distal beam end is not sharp, and the
measured distribution is dependent on the spot beam position and
patient geometry, which makes measuring the beam range based
solely on the PG measurement difficult [30,31]. For this reason, the
knife-edge camera measures the proton-beam range by comparing
the measured PG distribution with a reference PG distribution
generated by an analytical or Monte Carlo simulation [31,32].
Consequently, the accuracy of range measurement with this
approach highly depends on the accuracy of the simulation, which
is prone to errors when a complex geometry, such as human
anatomy, is involved.

In our previous work, we developed a prototype multi-slit
prompt-gamma camera (MSPGC), another PGI system [17]. Multi-
ple experiments with the prototype for clinical proton beams
confirmed that it can directly measure the proton beam range
without referring to an analytical or Monte Carlo simulation.
Additionally, the prototype exhibited a much sharper falloff in the
measured PG distribution at the beam end. However, the precision
of the prototype in rangemeasurement was not sufficient to reduce
range uncertainty due to limitations in PG detection sensitivity and
the curve-fitting-based range estimation algorithm [17]. Further-
more, the prototype lacked its own positioning system, making it
difficult to apply to different clinical cases. Meanwhile, significant
efforts have been made to improve range measurement by devel-
oping a powerful range estimation algorithm [33], which provides
significantly higher precision in range estimation than the existing
range estimation algorithm.

In the present study, a newMSPGC prototype was developed for
clinical application in SSPT, aiming to overcome the limitations of
the previous prototype by primarily improving PG detection
sensitivity, adopting a powerful range estimation algorithm, and
incorporating a newly developed precision camera positioning
system. The performance of the new prototype was compared with
that of the previous prototype by analyzing their PG distributions
measured for clinical proton beams under identical conditions.
Moreover, the range measurement precision of the new MSPGC
was evaluated for clinical proton beams of different beam energies,
proton quantities, and beam positions. Lastly, the range measure-
ment precision of theMSPGCwas assessed in an SSPT treatment for
a phantom following a typical treatment procedure.

2. Materials and methods

2.1. New multi-slit prompt-gamma camera (MSPGC)

2.1.1. Collimator, detectors, and front-end signal processing
Fig. 1 shows the head of the newMSPGC prototype developed in

the present study. A parallel multi-slit collimator, which comprises
a total of 72 slits (W 3 � H 100 � D 100 mm3) in two rows (i.e., 36
slits for each row) in a staggered layout, is placed in front of the
scintillator array. The septal slab (W 3 � H 105 � D 100 mm3) and
the frame of the collimator aremade of tungsten and stainless steel,
respectively. Behind each slit, two CsI(Tl) scintillators (W 4 � H
50 � D 70 mm3, Hangzhou Yong Hee Photonics Co., Hangzhou,
3141
China) are positioned to detect PGs passing through the slit. Each
scintillator is optically coupled with a Si PIN photodiode (S3588-08,
Hamamatsu Photonics KK, Japan) using optical cement (BC-600,
Saint-Gobain Crystals, France), and its entire surface was wrapped
with reflective film (Enhanced Specular Reflector, 3 M, MN) except
for the coupling surface. The collimator and the scintillator array
feature high mechanical precision (i.e., <0.1 mm), which ensures
the geometrical precision of the PG distribution acquired by the
camera. In addition, to assemble the collimator and detector array
with very high mechanical precision, a side straight positioning
block of 0.01 mm positioning precision (TSSB30-8, Misumi, Japan)
is placed on the four junctional sides. Compared with the previous
prototype [17], the field of view (FOV) of PG detection was
expanded 1.5 times (i.e., from 144 mm to 216 mm), by increasing
the width of the slit and the thickness of the septal slab from 2 to
3 mm. In addition, the length of the scintillator was increased from
30 to 70 mm to increase PG detection efficiency.

At the rear of the scintillator array, the front-end signal pro-
cessing system is positioned, which converts the output signal from
each detector (i.e., scintillator coupled with a photodiode) into a
Gaussian pulse using a charge sensitive preamplifier (CR-110, Cre-
mat Inc., MA) and a shaping amplifier (shaping time ¼ 1.2 ms). The
output signal of the front-end signal processing system is trans-
mitted via a multi-channel coaxial cable to the data acquisition
(DAQ) system, which will be described in Section 2.1.3.

2.1.2. Camera positioning system
Fig. 2 shows the camera positioning system developed in the

present study for precise and automatic positioning of the camera
relative to the patient in the treatment room. The positioning sys-
tem enables movement of the camera head in six degrees of
freedom (DOF): linear translation in three orthogonal directions
(i.e., x, y, and z) and rotation in three Euler angles (i.e., yaw, pitch,
and roll). The vertical motion (in the z direction) is controlled by a
scissor-type lift with a linear actuator (TA23, TiMOTION, Taiwan).
The other motions (i.e., x, y, yaw, pitch, and roll) are controlled by a
five DOFmotion stage installed on the lift with high-precision servo
motors (Ezi-SERVO-ST-60L-A-PN50, Fastech, Republic of Korea).

The precision position tracking device (PPT; WorldViz, CA)
employed in the positioning system measures the real-time posi-
tion of the camera in the treatment room with very high accuracy
(<0.5 mm). The PPT consists of PPT markers, which emit infrared
rays to indicate their positions, and PPT sensors to locate the
markers in the treatment room. The PPT markers are placed near
the eight vertices of the camera head, and three PPT sensors are
installed in the treatment room. Using the measured PPT marker
positions, the position and direction of the camera head are
determined with rigid body analysis.

Based on the motion control system and PPT, the camera auto-
matically and precisely moves to the imaging position using feed-
back loop control, according to the following procedure: (1) the
magnitudes of translations and rotations for the camera to reach
the imaging position are calculated; (2) the position and direction
of the camera are controlled by the actuator and motors according
to the calculated magnitudes; (3) if the difference between the
current and the imaging position is less than the predefined
threshold (0.5 mm, 0.5�), the arrangement procedure is completed;
otherwise, steps (1e3) are repeated from the current position. For
the safety of the patient and operator, the maximum speed of
translation and rotation is limited to 1 cm/s and 3�/s, and the
camera moves only while the enable button on the positioning
system is pressed by the operator. Even though the speed is limited,
the entire camera arrangement procedure requires less than 1 min
with several feedback loops, thereby delaying treatment only
minimally.



Fig. 1. Multi-slit prompt-gamma camera (MSPGC) prototype developed in present study: schematic of (a) camera head and (b) array of septal slabs and scintillators (only for three
slits as an example), with (c) photograph of camera head.

Fig. 2. Positioning system of new multi-slit prompt-gamma camera (MSPGC).
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2.1.3. Data acquisition (DAQ) system
The data acquisition (DAQ) system of the MSPGC consists of

eight slave boards and onemaster board. The slave board comprises
(1) 18 analog-to-digital converters (ADCs; AD9251BCPZ-40, Analog
Devices, MA, USA) with 14-bit resolution for digitizing individual
detector signals from the camera head and (2) a field-
programmable gate array (FPGA; Arria V 5AGXMA5G4F31C5G,
Intel, CA, USA) for calculating the height and timing of a digitized
pulse signal. The master board consists of (1) an FPGA (Cyclone V
5CEBA7F31C7N, Intel, CA, USA) for collecting the pulse data from
the slave boards and (2) a universal serial bus (USB) 3.0module (EZ-
USB FX3, Infineon Technologies, Germany) for transferring the
pulse data to a personal computer. Multi-channel coaxial cables
(HHSC-1-07-300-SU-SU, Samtec, IN, USA) are used for data trans-
mission from the slave boards to the master board.

During the operation of the MSPGC, ADCs individually digitize
corresponding detector signals at the speed of 40mega samples per
second. Simultaneously, the signals are continuously smoothed
using a moving average method with a 200 ns window to reduce
high-frequency noise. Note that the window is much shorter than
the pulse shaping time (1200 ns), thereby limiting the loss of en-
ergy (pulse height) resolution by over-smoothing. When the signal
exceeds a predefined threshold level (approximately 200 keV) in a
DAQ channel, the measurement of pulse height and timing is
triggered, assuming that an energy deposition event occurred in
the corresponding scintillator. The pulse height is determined as
the maximum height of the signal before the signal falls below the
threshold level, and the pulse timing is considered to be the zero-
crossing time of the constant fraction discriminator [34]. The
3142
pulse height and timing data obtained in the DAQ channel in the
slave board are then immediately transferred to the master board.
The master board collects data from the eight slave boards and
transfers them to a personal computer via the universal serial bus
module.

2.2. Performance evaluation of camera

The performance of the new MSPGC prototype was evaluated
using clinical proton beams at the proton therapy facility (Proteus
235, IBA, Belgium) of the National Cancer Center (NCC) in Korea.
Fig. 3 shows an illustration explaining the experimental setups in
the present study. Note that the precision of the new prototype was
evaluated as 1.5 times the standard deviation in range measure-
ment for a fair comparison with range uncertainty, which is
generally expressed as 1.5 times the standard deviation of beam
range.

Before acquiring the PG distributions, energy calibration was
performed to convert the pulse height recorded in the DAQ to the
energy deposited in the scintillator. For the calibration, the pulse
height spectra of 22Na (57.0 mCi) and 137Cs (80.0 mCi) check sources
were acquired in turn by 144 detector channels, and linear fitting
was performed for each detector channel using the 511, 662, and
1275 keV peaks in the energy spectra. The energy calibration pro-
cess is mostly automated, and the entire energy calibration took
less than 5 min, including the time to acquire the energy spectra
(i.e., 2 min for each check source).

In this study, the range estimation algorithm recently developed
by Ku et al. [33] was used to estimate the beam range from the



Fig. 3. (a) Experimental setup for proton-beam-range measurement using multi-slit prompt-gamma camera (MSPGC) prototype and schematic diagram of (b) top and (c) side view
of experimental setup.
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acquired PG distribution. This new algorithm locates the centroid of
the falloff in the PG distribution, providing significantly higher
precision than the curve-fitting-based range estimation algorithm
adopted by the previous prototype [17,35]. More information on the
range estimation algorithm can be found in [33].

2.2.1. Comparison with previous prototype
The performances of the new and previous prototypes were

compared using their PG distributions, acquired under identical
conditions. For this, a solid phantom (W 30 � H 30 � D 30 cm3),
which is a stack of 30 solid plate phantoms (W 30�H 30�D 1 cm3;
SP34, IBA, Germany), was irradiated by a 95.09 MeV spot beam. The
number of protons was 8.73 � 109. The beam distance and the
distance from the camera to the phantom were set to 200 and
100 mm, respectively (see Fig. 3). The depth of the camera was
70 mm, and the beam elevation was 0 mm. The relative qualities of
PG distributions acquired by the new and previous prototypes were
compared using the peak count (as a relativemeasure of efficiency),
signal-to-noise ratio (SNR), and figure of merit (FOM), as devised in
[36]. The acquisitions of PG distributions were repeated ten times
for each prototype.

2.2.2. Range measurement for single spot beam
The accuracy and precision of the new prototype in beam-range

measurement were evaluated for different spot beam conditions
using a polymethyl methacrylate (PMMA) phantom (W 180 � H
180� D 180mm3). First, PG distributions were acquired by the new
prototype for different beam energies, proton quantities (i.e., the
number of protons per beam), and beam positions. The beam en-
ergy ranged from 99.68 to 159.78 MeV, equivalent to the true
ranges of 62.2e153.6 mm in the phantom. The number of protons
per spot varied from 2 � 107 to 5 � 109. The beam position was
varied in terms of two variables: beam distance (50e150 mm) and
beam elevation (0e75 mm). Then, the range estimation algorithm
[33] was applied to determine the range of the spot beam from the
acquired PG distribution. The range measurement was repeated
10e100 times depending on the experimental conditions, in order
to evaluate the precision in range measurement. In all cases, unless
otherwise noted, the beam distance and the distance from the
camera to the phantom were 100 and 10 mm, respectively, the
depth of the camerawas 70mm, and the beam elevationwas 0mm.
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2.2.3. Range measurement for spot-scanning proton beam
To evaluate the feasibility of the new prototype for clinical

application, SSPT treatment plans were generated for a clinical
target volume (CTV) of spherical shape with a 25 mm radius in the
PMMA phantom by a commercial proton treatment planning sys-
tem (TPS, Eclipse, v8.12). For the treatment planning, the phantom
was scanned with a slice thickness of 1 mm using a computed to-
mography (CT) scanner (Siemens Sensation Open CT scanner,
Siemens Medical Solutions USA, Inc., Malvern, PA). A known rela-
tive linear stopping power of PMMA, 1.16 [37], was assigned uni-
formly throughout the phantom to exclude uncertainty in
converting CT number to proton stopping power. The center of the
CTV was located at 100 mm depth in the phantom in the beam
direction and at the center of the lateral cross section of the
phantom. The considered prescription doses were 1 and 2 Gy,
representing the doses in a field per fraction for conventional
proton therapy, i.e., a 60 Gy total prescription dose in 30 fractions
with one or two fields. The generated treatment plan contained 11
energy layers (104.8e137.8 MeV) in both 1 and 2 Gy prescription
dose cases.

During the irradiation of the spot-scanning proton beam, the
new prototype acquired the PG distribution for each spot beam
individually. The depth of the camera was 90 mm, and the distance
from the camera to the phantomwas 10 mm. The vertical center of
the camera was aligned at the center of the CTV.

To reduce the Poisson noise, the PG distribution of each spot was
merged with those of the neighboring spots by 3D Gaussian spot
aggregation [15,39,40]. In this process, the PG distribution of the
aggregation spot was replaced by the sum PG distribution of
neighboring spots (including the aggregation spot itself) weighted
by a Gaussian function. The weight for a neighboring spot was
determined by the following equation:

w¼
8<
: e

�1
2

�
d
s

�2

if d � 3s

0 otherwise

where w is the weight, d is the distance of the neighboring spot
from the aggregation spot, and s is the aggregation parameter. Note
that only the spots at a distance of 3 s or less from the aggregation



Fig. 4. Prompt-gamma distributions acquired by new and previous multi-slit prompt-
gamma camera (MSPGC) prototypes.

Fig. 5. Range of spot beam (unit: mm) for seven different energies measured by new
multi-slit prompt-gamma camera (MSPGC) prototype. The black dots with error bars
show the mean of measured range and precision in range measurement. The value
below each error bar shows the mean error (i.e., the difference between the mean of
the measured range and the true range) and precision in measurement. The green-
dotted line indicates the ideal line (measured range ¼ true range). (For interpreta-
tion of the references to colour in this figure legend, the reader is referred to the Web
version of this article.)
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spot were considered as a neighboring spot. During the aggrega-
tion, the PG distribution of the neighboring spot was shifted in the
longitudinal direction by the gap between the planned ranges of
the neighboring and aggregation spots.

The aggregation parameter should be determined considering
the degradation of the spatial resolution of the spot. The spatial
resolution of the spot in the lateral direction, which can be
approximated by the spot radius when aggregation is not applied,
will degrade to the root sum square of the spot radius and aggre-
gation parameter. In treatment plans for the PMMA phantom, even
though the mean value of the spot radius is approximately 7 mm,
aggregation with a 7 mm parameter (s) will degrade the spatial
resolution to 9.9 mm. In the longitudinal direction, the spatial
resolution will also be degraded by the uncertainty in the gap be-
tween the planned ranges of the aggregation and the neighboring
spot sharing the same beam position. The uncertainty in the gap
can be approximated by multiplying the length of the gap by the
range uncertainty sourced from dose calculation (standard devia-
tion: 3.1% when conservatively evaluated without Monte Carlo
simulations [2]). For the aforementioned treatment plans, when
aggregation with a 7 mm parameter (s) is applied, the uncertainty
in the gap is 0.22 mm (s� 3.1%), and the maximum error in the gap
is 0.65 mm (3s � 3.1%). The aggregation parameters of 4, 7, and
10 mmwere considered in the present study. The aggregation was
performed for all spots and, then the ranges of the spots were
measured by applying the range estimation algorithm [33] to the
merged PG distributions.

In the present study, the error in range measurement was
evaluated as the difference between the measured range and the
true range. The true range was established based on the commis-
sioning data in water, under the assumption that the PMMA's
relative linear stopping power is a known constant of 1.16 [37]. This
approach effectively minimized uncertainties associated with dose
calculation, including those originating from CT imaging, calibra-
tion, conversion, and range degradation. Consequently, the uncer-
tainty in true range primarily stemmed from sources independent
of dose calculation, such as uncertainties in beam commissioning,
compensator design, beam reproducibility, and patient setup, and
is estimated to be approximately 0.8 mm (1.5 standard deviations)
[2]. Further verification of the true range was conducted using
dosimetry films (Gafchromic EBT3, Ashland, NJ) for three different
energies (99.68, 130.42, and 159.78 MeV) [38], resulting in an error
of less than 0.5 mm.

3. Results

3.1. Comparison with previous prototype

Fig. 4 plots the mean PG distribution obtained from the new and
previous MSPGC prototypes, irradiating a solid phantom with a
95.09 MeV energy proton beam (with 8.73� 109 protons per beam)
for 100 repetitions. To enable a fair comparison, the mean PG dis-
tribution unit was set to counts per millimeter, rather than per slit,
given that the two prototypes have different slit pitches. It is worth
noting that the new prototype offers a field of view (FOV)
measuring 216 mm, which is 1.5 times larger than that of the
previous prototype (144 mm).

The results indicate that the new prototype offers 2.8 times
higher PG detection efficiency than the previous prototype, based
on the peak count (642 and 226 for the new and previous pro-
totypes, respectively) [36]. Moreover, the SNR [36] of the new
prototype (0.91) is 1.7 times higher than that of the previous pro-
totype (0.54). Taking both PG detection efficiency and SNR into
account, the FOM [36] of the new prototype is 4.8 times higher than
that of the previous prototype (582 and 122, respectively).
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3.2. Range measurement for single spot beam

3.2.1. Dependency on beam energy
Fig. 5 plots the beam ranges measured by the new MSPGC

prototypewhen irradiating the PMMA phantomwith proton beams
of seven different energies (i.e., 99.68, 110.56,119.22,130.42,140.69,
150.62, and 159.78 MeV, corresponding to true ranges of 62.2, 80.6,
92.2, 108.4, 123.6, 138.8, and 153.6 mm in the phantom, respec-
tively). The measurements were repeated ten times for each beam
energy, using a large number of protons (5 � 109 per spot beam) to
minimize statistical fluctuations. The results indicate that the
measured ranges are in excellent agreement with the true ranges,
withmean errors less than 0.4mm (less than 0.3% of the true range)
across the wide range of beam energy. This shows that the new
MSPGC prototype measures beam range accurately, regardless of
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the beam energy. The high precision in the range measurement
(0.2e0.5 mm) is attributable to the large number of protons per
spot.
3.2.2. Dependency on number of protons
Fig. 6a plots the range measurement precision of the new

MSPGC prototype, in millimeter units, for eight different proton
quantities (i.e., 2 � 107, 5 � 107, 1 � 108, 2 � 108, 5 � 108, 1 � 109,
2 � 109, and 5 � 109) and three beam energies (i.e., 99.68, 130.42,
and 159.78 MeV) considered in the present study. Note that the
ranges of spot beams were measured 100 times for each case to
evaluate the precision in rangemeasurement. The results show that
the precision of the measurement tends to improve with the
number of protons (i.e., 3 mm for 1 � 108 to 1 mm for 5 � 108

protons for 130.42 MeV) and that the precision tends to deteriorate
with beam energy (i.e., from approximately 2.2 mm for 99.68 MeV
to 3.7 mm for 159.78 MeV, for 1 � 108 protons). The decrease in
precision was mainly attributed to the increase in background
signal with beam energy, which blurs the distal edge in PG distri-
bution [33]. Fig. 6b displays the precision as the ratio of itself to the
true beam range. Less significant differences in rangemeasurement
precisionwere observed for different beam energies, due to the fact
that the differences in precision (on the millimeter-scale) were
offset by the different beam ranges. The precision in range mea-
surement significantly improved with the number of protons per
beam, from 2.8% at 1 � 108 to 0.2% at 5 � 109 on average. The
precision was higher than 1% when the number of protons was
larger than 5 � 108.
3.2.3. Dependency on positions of camera and beam
Fig. 7 plots the PG distributions and ranges measured for spot

beams (energy: 99.68 MeV) of three different beam distances (i.e.,
50, 100, and 150 mm) and four different beam elevations (i.e., 0, 25,
50, and 75 mm). The number of protons per spot beamwas 1� 108.
As shown in Fig. 7a, significant differences in PG detection effi-
ciency in terms of peak count were observed according to the
distance (i.e., 136.3, 85.1, and 55.4 peak counts for distances of 50,
100, and 150 mm, respectively). The maximum difference in PG
detection efficiency was 60% when the 100 mm distance was
regarded as the reference. An increase in range measurement
precision with improved efficiency was observed for a closer dis-
tance. Fig. 7b displays the PG distributions and ranges measured for
Fig. 6. Range measurement precision of multi-slit prompt-gamma camera (MSPGC) for spot
length in mm and (b) ratio (%) of itself to the beam range.
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different beam elevations (84.3, 80.7, 75.1, and 65.7 peak counts for
beam elevations of 0, 25, 50, and 75 mm, respectively). The
maximum difference in PG detection efficiency was 22% when the
0 mm beam elevation was taken as the reference. In comparison
with the results for the beam distance, the beam elevation induced
less difference in PG detection efficiency and range measurement
precision. In all of the cases, the mean errors were smaller than
0.4 mm, reflecting high accuracy in range measurement over
different beam distances and beam elevations.
3.3. Range measurement for spot-scanning proton beam

Fig. 8 displays the range measurement error (i.e., measured
range minus true range) of the new MSPGC prototype for all spot
beams used in the treatment of a CTV in the PMMA phantom with
prescription doses of 1 and 2 Gy, using different aggregation pa-
rameters: 0 (aggregation not applied), 4, 7, and 10 mm. Without
aggregation, significant errors (>10 mm) were observed for a large
number of spot beams in both prescription dose cases. However,
when aggregation was applied, the errors were significantly
reduced, following a trend of decreasing error with increasing ag-
gregation parameter, albeit with degraded spatial resolution. Fig. 9
presents the same results in the form of a histogram. The mean
error and precision were 0.6 ± 11.8 (s ¼ 0 mm), �0.4 ± 2.1
(s ¼ 4 mm), �0.4 ± 0.9 (s ¼ 7 mm), and �0.4 ± 0.5
(s ¼ 10 mm) mm for the 1 Gy prescription dose and 0.3 ± 10.9
(s ¼ 0 mm), �0.5 ± 1.7 (s ¼ 4 mm), �0.5 ± 0.8 (s ¼ 7 mm),
and �0.5 ± 0.5 (s ¼ 10 mm) mm for the 2 Gy prescription dose.
High precision of range measurement (<1 mm, which is approxi-
mately equivalent to < 1% of the true range) was achieved with
aggregation parameters of 7 mm or larger. The beam ranges were
underestimated by 0.4e0.5 mm on average for all aggregation-
applied cases, which seems due to phantom or camera setup er-
ror during the experiment.
4. Discussion

The results of the present study demonstrate the high precision
of the new prototype in range measurement (approximately 1% of
beam range for 5 � 108 protons), resulting from the improved PG
detection efficiency and the powerful range estimation algorithm.
Additionally, the FOV of the new prototype was increased to
beams of different proton quantities. The units for range measurement precision are (a)



Fig. 7. Variation of prompt-gamma distributions and measured ranges for proton beams of 99.68 MeV as function of (a) beam distance and (b) beam elevation.
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216 mm from the previous prototype's 144 mm. This large FOV of
the new prototype will allow range measurement for all spots in a
large treatment volume, such as the whole brain, with a single
camera arrangement. This is a significant advantage over the knife-
edge slit camera, which mostly monitors only the distal part of the
treatment volume due to the limited FOV (100 mm in the typical
setup [15]). Furthermore, considering that the entire falloff width in
the PG distribution must be measured for range measurement, the
effective FOV (i.e., FOV for range measurement) of the new proto-
type, which exhibits a sharper falloff in PG distribution, is signifi-
cantly larger than that of the knife-edge slit camera. The effective
FOV of the newprototype is approximately 195mm (216mm FOVe

21 mm falloff width; see Figs. 4 and 7), which is more than three
times larger than that of the knife-edge camera (approximately
60 mm ¼ 100 mm FOV e 40 mm falloff width) in the typical setup
(see Fig. 2 in [15]).

The range measurement results for single spot beams showed
that the PG detection efficiency and range measurement precision
were more affected by beam distance than by beam elevation. This
means that when measuring beam ranges, it is crucial to position
the camera head as close to the beam path as possible. Close
positioning of the camera head can be achieved by the automatic
and precision positioning system developed in the present study.
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The developed positioning system still has a limitation: that is,
when the beam nozzle occupies the floor (i.e., the gantry angle is
near 180�), the camera head is difficult to position close to the
clinical target. This limitation can be overcome by fixing the camera
to the gantry using a robotic arm. The difference induced by the
beam distance in PG detection efficiency and range measurement
also suggests that using two MSPGCs facing each other is desirable,
as this will double PG detection efficiency and compensate for the
beam distance effect.

Currently, the range uncertainty in proton therapy is approxi-
mately 4% of the beam range [9], as the safety margins vary from
2.5% þ 1.5 mm to 3.5% þ 3 mm [2,41], depending on the hospitals.
The range measurement precision of the new prototype, in the
current study, was better than 4% when the number of protons was
1 � 108 (¼ typical number of protons for spots in distal layers) or
larger. Furthermore, the precision reached approximately 2% and
even 1% when the number of protons was 2 � 108 and 5 � 108,
respectively. Fig.10 shows a histogram of the number of protons per
spot in the SSPT plan for the CTV used in the present study (i.e.,
applied aggregation parameter: 0 [aggregation not applied], 4, 7,
and 10 mm; prescription dose: 1 Gy). Note that the number of
protons was multiplied by the weight in aggregation. When ag-
gregation was not applied, the number of protons per spot was



Fig. 8. Spot maps displaying range measurement error of each spot, as analyzed by applying different aggregation parameters when CTV was treated by SSPT with 1 and 2 Gy
prescription doses. The spot size (area) is proportional to the number of protons.
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smaller than 1.3 � 108, resulting in relatively low precision
(11.8 mm) in range measurement. With a 7 mm or larger aggre-
gation parameter, however, the number of protons per spot was
larger than 7 � 108, showing high range measurement precision
(<1 mm, equivalent to < 1% of the true range). These results show
that range verification with the new MSPGC prototype can reduce
range uncertainty in proton therapy with a proper degree of
aggregation.

The treatment plans considered in the present study were
formulated assuming conventional proton therapy (i.e., a 60 Gy
total prescription dose in 30 fractions). On the other hand, in
hypofractionated proton therapy or stereotactic body proton ther-
apy, where a smaller number of fractions is applied compared to
3147
conventional proton therapy, the dose per fraction will be much
higher, leading to higher counting statistics and higher precision in
range measurement.

There are some limitations to the present study. Only homoge-
neous phantoms were considered in evaluating the intrinsic per-
formance of the new prototype; that is, the influences of the
heterogeneity of phantoms on PG distribution and range mea-
surement were not considered. To fully evaluate clinical efficacy,
the performance of the prototype needs to be tested with hetero-
geneous media, as patient anatomy is heterogeneous. In the near
future, therefore, the performance of the new prototype will be
evaluated with anthropomorphic phantoms and then with real
patients.



Fig. 9. Histograms of range measurement errors, as analyzed by applying different aggregation parameters when CTV was treated by SSPT with (a) 1 Gy and (2) 2 Gy prescription
doses. The bin width in the histograms is 0.25 mm.

Fig. 10. Histogram of number of protons per spot without aggregation and with 4, 7,
and 10 mm aggregation in SSPT plan (1 Gy) for CTV. The bin width in the histograms is
1 � 108.
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5. Conclusion

In this study, we developed a new multi-slit prompt-gamma
camera (MSPGC) prototype for clinical application in spot-scanning
proton therapy (SSPT). This new prototype overcomes the limita-
tions of its predecessor by enhancing prompt-gamma detection
sensitivity, employing an advanced range estimation algorithm,
and incorporating a precise camera positioning system. We evalu-
ated the range measurement precision of the prototype for single
spot proton beams with varying energies, proton quantities, and
positions, as well as for spot-scanning proton beams planned for a
PMMA phantom following a typical treatment procedure. Our re-
sults demonstrated high accuracy (<0.4 mm) in range measure-
ment across the tested beam energies and positions. Measurement
precision significantly increased with the number of protons, and
the new prototype achieved 1% precision in range measurement
with 5 � 108 or more protons. For spot-scanning proton beams, the
prototype ensuredmore than 5� 108 protons per spot with a 7 mm
or larger spot aggregation, easily achieving 1% range measurement
precision. Based on these findings, we anticipate that the clinical
3148
application of the new prototype will reduce range uncertainty
(currently approximately 4%) to 1% or less. In the near future, we
will evaluate the performance of this prototype under clinical
conditions with heterogeneous media, such as anthropomorphic
phantoms and real patients.
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