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Abstract: This study aims to analyze whether technological changes in the fourth industrial revolu-
tion (4IR), as independent variables, can influence employment, a dependent variable. It categorizes
scientific technology changes in the 4IR based on related research, and identifies six factors and
corresponding research hypotheses. The paths for the six hypotheses were analyzed using 275 effec-
tive samples. Results show that life-convenience technology and blockchain technology variables
significantly influenced employment (p < 0.001). Additionally, innovation technology, interface
technology, human life technology, and 3D technology variables significantly influenced employment
(p < 0.01). The power of the total variance explanation (69.596%) for the employment influence
was very high. Seven items—self-driving cars, decision-making using big data, Internet of Things,
Wearable Internet, Designer Beings, 3D printing technology and human health, and Bitcoin and
blockchain—were statistically significant for the employment effect. The study obtained effective
paths for the employment influence of fundamental technologies and derived the demographic
variable presenting a meaningful difference among groups. This research seeks a policy direction that
enables preparation for 4IR deployment. It also contributes to the academic sphere in meaningfully
and empirically classifying the technology factors of the 4IR.

Keywords: actualization possibility; fundamental technologies; empirical study; employment influ-
ence; innovation; fourth industrial revolution

1. Introduction

In the past few years, there has been increased research attention on cyber-physical
systems (CPS) [1,2], artificial intelligence (AI) [3], and the Internet of Things (IoT) [4];
industry, society, and governments have noticed the trend toward the fourth industrial
revolution (hereinafter “4IR”), and are formulating actions to benefit from its advantages [5].
With rapid advances in technology, we are now entering the 4IR, which is changing the ways
businesses create value, people do their work, and individuals interact and communicate
with each other [6]. In the literature, the term Industry 4.0 (originally introduced in 2011 in
Germany) is also used to refer to the 4IR [7,8]. The 4IR (e.g., [9]) and digital transformation
(e.g., [10,11]) have often been mentioned and discussed globally to prepare for the future
influences of fundamental technologies that were not found, or compared to the previous
industrial revolutions or new technology introduction [12].

Lee defined the 4IR as “the broad changes in industries as well as a society that are
affected by the disruptive technological changes in artificial intelligence, automation, and
hyper-connectivity” [13]. In our study, the commonly recognized definition of 4IR is used:
the technical integration of CPS into manufacturing and logistics, and IoT in industrial
processes [9,14].

The Cambridge dictionary defined “employment” as “the fact of someone being paid
to work for a company or organization”. Employment is a relationship between two parties
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regulating the provision of paid labor services. Usually based on a contract, one party, the
employer, which might be a corporation, a not-for-profit organization, a co-operative, or
any other entity, pays the other, the employee, in return for carrying out assigned work [15].
“Employment” in this research is more focused on the demand part (in headcount or
number of jobs) of the labor market rather than the supply part of the labor.

Since the enhancement of robotics and Al technology, and the development and
consolidation of information and communication technology (ICT), the change and degree
of influence on employment have often been discussed [5,16]. The boundary of roles
between labor and capital has become blurrier than in the past, and machines are changing
into laborers. Regarding the fundamental technology’s impact on human employment,
there are neutral [17] as well as positive [18,19] or negative perspectives [3,20].

The growing interest and depth in the 4IR worldwide poses the question: what impact
does the 4IR have on the employment area? This question is additionally connected to a
more concrete research question: will the decrease in employment size or employment
quality because of the impact of the 4IR in the future differ from the increased trends of
total employment given the impact of new technology in history?

This study attempts to answer these questions by analyzing previous literature and
gathering data from Korean samples. More specifically, the three research sub-problems
(RP) are:

RP1. Is there any statistically significant classification of the fundamental technologies
of the 4IR?

RP2. What are the influential variables or most influential factors in the employment
area?

RP3. Is there any perceived difference in employment influence between or among
demographic groups?

With this background and research problems, this study investigates the 4IR focus-
ing on the future, despite the trends changing over time. This study classifies the main
scientific technology changes to support the 4IR into 23 fundamental technologies based
on previous research [12,21]. It first divides the 23 technology changes into six constructs:
innovation, interface, life-convenience, human life, 3D, and blockchain technologies, from
an exploratory research perspective. This study might be the first to classify the funda-
mental technologies and empirical analysis of the 4IR. There has been no research thus far
on the categorization of fundamental technologies regarding the actualization possibility
or employment influence of the 4IR. This study is meaningful as an exploratory study
to classify the factors of fundamental technologies for academic spheres. Additionally, it
contributes to finding a policy direction regarding the 4IR’s impact on employment.

The remainder of this paper is organized as follows: Section 2 reviews previous studies
on the 4IR’s employment impacts. Section 3 presents the design of the research methods
and intends to test a significant path for the set hypotheses with various statistical analyses.
Concurrently, it analyzes whether each demographic variable’s perception differences
for the 4IR exist. Finally, it discusses the possible reasons for the findings, concludes the
research, presents limitations, and suggests a further study direction.

2. Research Background
2.1. The Economic Research between Technology and Employment

In economics, technological change is usually divided into the two types of investment-
neutral and investment-specific [22]. When one takes into account investment-specific
technical change, technology shocks have large effects on short-run fluctuations. In the
preferred level of specification, the two technology shocks combined account for 73% and
44% of the business cycle variation of hours and output in the pre-1982 sample, and 38%
and 80% after 1982. The investment-specific shocks account for the majority of the effects.
While technology shocks typically are found to have a prominent role in explaining hours
and output fluctuations, there are some exceptions [22]. One research [23] empirically
shows that the majority of investment goods are produced by a few “investment hubs”,
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which are more cyclical than other sectors. They embed this network into a multisector
business cycle model, and show that sector-specific shocks to the investment hubs and
their key suppliers have large effects on aggregate employment and drive down labor
productivity [23]. Quantitatively, they found that sector-specific shocks to hubs and their
suppliers account for an increasing share of aggregate fluctuations over time, generat-
ing the declining cyclicality of labor productivity and other changes in business cycle
patterns since the 1980s [23]. Another study [24] analyzes the dynamics of the ins and
outs of unemployment during technology-induced recessions. Many authors [25,26] have
suggested that technology shocks are responsible for a large portion of the fluctuations
in macroeconomic variables, and the study [24] focuses attention on investment-neutral
and investment-specific technology shocks. Technology shocks are identified in a VAR
(vector autoregression) by stating that investment-specific technological progress is the
unique driving force for the secular trend in the relative price of investment goods, while
neutral and investment-specific technological progress explains long-run movements in
labor productivity [24].

2.2. The 4IR’s Employment Influence

In the 4IR, employment is an important and relevant area. In the analysis of 18 policies
from 67 papers regarding the worldwide 4IR by Liao et al. [9], the main concerns were
related to the “human” aspects, accounting for 61.1% (nine countries and two regions)
of the policies, of which the top two concerns were “to create high skilled and qualified
jobs in manufacturing” and “to secure employment”. There are several perspectives
on employment influences caused by automation based on the 4IR and fundamental
technologies. The optimistic [18,19] and pessimistic perspectives [3,20] regarding the 4IR’s
effect on employment were presented over a few years. There are two perspectives on
technology, and a practical optimism in considering both sides [17]. Additionally, according
to each perspective, there are different views regarding the effects on productivity increases
in the short and long terms. The two contrary effects of scientific technology influencing
employment include (1) the capital-labor substitution phenomenon by automation and
the destructive effect resulting from scientific technology; and (2) the capitalization effect,
creating new job types, business, and industrial areas by increasing demand for new
products and services. Historically, the results have been positioned at the center, not tilting
toward either of the perspectives [17].

Whereas a study by Autor showed that fast technological progress is conducive to the
labor sector [18], another study by Piketty posited that progress contributes to the capital
sector [27]. However, neither of the perspectives considers that technologies integrate the
original sources of labor and capital, and create new sources. Machines have substituted
more laborers now than in other times, and have created more capital through self-copy [3].
This means that a winner in the future may not be a human providing low-cost labor or a
human with general capital. Both labor and capital are pressured towards automation [2].
However, there is consensus about the importance of identifying adequate and different
measures to cope with the ongoing transformation, with interventions at the micro and
macro levels [28].

When studying the influence of 4IR on the employment sectors, the difference between
males and females should be considered, as the gender gap may be enlarged, impacting
developing countries (e.g., [9]). According to job groups, unskilled or low-wage and skilled
or high-wage, the separation in the labor market will widen. As Ford predicted, if sufficient
preparations are not made for the 4IR, the fundamentals of the task—technology pyramid
will collapse, thus deepening inequality and social strains [3]. Automation, including
fundamental technologies, may significantly impact developing countries’ labor forces
that have comparatively lower technological skills. As intelligent machines with higher
performance abilities become cheaper, they will increasingly come to substitute human
labor [2].
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2.3. Optimistic Perspective

An optimistic perspective states that there is no reason for jobs to decrease or become
extinct through automation development owing to the 4IR. As technical innovation in-
creases productivity, creates wealth, and increases the demand for goods and services,
innovation will also create new jobs. As human needs and wants are not limited, this
perspective argues that meeting their demands will encounter no limitations [16]. The 4IR
is regarded as a pivot for creating new employment opportunities in the future, requiring
workers with specialized technical expertise and information technology (IT) skills [15].

Autor predicted that net employment would not change greatly through market
expansion and increased labor demand [18]. However, the study criticized the pessimistic
perspective of ignoring labor complementation through automation, suggesting change
without social conflict through a complementing policy [18]. As an example of automation,
one study shows that robotics increases productivity, but does not decrease the number of
jobs. In their analysis of the degree of utilization in industrial robotics in 17 countries, Muro
and Andes could not find a correlation between employment and the degree of robotics
utilization. However, while robots do not seem to be causing net job losses, they do seem
to change the sort of workers that are in demand [29].

The automation and job profile changes due to Al could lead to market expansion,
rather than job substitution. According to Remus and Levy, automation and the resulting
expansion of law services using Al do not influence employment, even this situation affects
the substitution of lawyers and assistant clerks [30]. Bessen showed that employment in
the legal industry increased due to the above-average computer utilization from 1980 to
2013, whereas other industries” employment was comparatively poor [19]. Therefore, the
research posited that the problem was the “technology gap” and not labor substitution [19].
The percentage point growth of average employment in a year was 0.74 in the industry
with a lower median value in computer usage, whereas it was 1.61 for an industry with a
value above the median [31].

Automation can increase employment through cost reduction, decreases in service
price, and market expansion; in contrast, employment in a sector that does not have
necessary functions may stagnate. In the enhanced automation sector, job characteristics
will change. Whereas some tasks in a job will be automated, tasks that are difficult to
automate will not be extinguished; only their job attributes may be changed.

Whether ICT increases employment and negatively influences income distribution
depends on the ability of the social workforce provision system to respond effectively to the
different demands between the high-skilled workforce and other aspects of the workforce
required in the 4IR era [20]. If human capital is supplied and accumulated sufficiently,
the wealth concentration in some sectors, with excess demand and high wages for the
competent, well-equipped workforce, will be alleviated, and the type of jobs in the sector
will be elevated. Therefore, total employment stability, innovation, and sustainable growth
are possible [17,20].

2.4. Pessimistic Perspective

The pessimistic perspective of the effect of 4IR on employment considers physical
labor and simple repetitive tasks in several jobs that have been automated. Automation in
various types of jobs is accomplished in part or completely at a faster pace than predicted.
Several jobs susceptible to computerization will soon be at risk [20]. However, many
predictions appear drastic in terms of structural unemployment and rising inequality in
the future. According to the Oxford Martin program [20], the USA’s labor population
employed in the industrial sector, which was nonexistent during the 20th century, was
only 0.5%. The percentage is very low because the labor-occupying jobs created by the
new industrial sector constituted 8% in 1980 and 4.5% in 1990 [20]. IT and disruptive
technology innovation increased productivity as a result of substituting existing laborers.
Ford presented the various statistics for seven disruptive trends, including wage stagnation,
the ascription to business firms of most gains, the decreasing rate of labor participation,
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reducing employment creation with longer unemployment periods or rapidly increasing
long-term unemployment, deepening inequality, income reduction, low employment of
new job-seekers after college graduation, polarization, and part-time jobs [3].

Piketty envisioned an economy of one type of capital increasingly substituting human
labor power, with the deepening phenomenon of capital accelerated by robotics, computers,
and software [27]. The study attested that technological changes based on these capitals
had evolved worldwide. According to Fleck et al., the labor share rate during 1947-2000
was 64.3%. The labor share rate decreased in the last decade and was 57.8%, with the lowest
in the third quarter of 2010 [32]. Karabarbounis and Neiman stated that the labor share rate
for GDP in 42 countries among the 59 surveyed, including China, India, and Mexico, had
severely decreased [33].

Frey and Osborne ranked 702 jobs with a high probability of automation, and indexed
its potential influence on unemployment through scientific technology innovation [20].
This research showed that about 47% of all jobs in the USA could be at risk in the next two
decades because of automation. The causes of job substitution include algorithms, robotics,
and other types of machines. However, most companies set up tasks clearly and simply to
conduct off-shoring and out-sourcing easily. They highlighted that these endeavors are the
key to making task automation possible [20].

Increasingly, employers conduct tasks using the “human cloud” method [21]. Profes-
sional activities separated by concrete tasks and individual projects are uploaded to the
virtual cloud, on which potential laborers worldwide are registered. This is a new type of
on-demand economy. Labor suppliers are not traditional employees, but are independent
laborers executing only specific tasks. A company can be free from the minimum wage
system and various taxes for employment. However, this could also be tricky, as a human
cloud platform classifies labor into “self-ownership” [21]. The development of human
clouds could trigger the automation of jobs.

2.5. Related Research

The Korean government established the “Presidential Committee on the Fourth Indus-
trial Revolution” (PCFIR) in 2017 and has initiated major agendas. One of the Committees’
major agendas is the diffusion of smart factories, which play an important role in the 4IR.
However, the Korean approach to the 4IR has been difficult to successfully implement
because regional governments have not participated in the Presidential Committee. Smart
factories have diffused unevenly since Korea’s R&D potential expanded, which is needed
for their adoption, and have been concentrated in Seoul, Gyeonggi, and a few industrial-
ized regions [34]. Despite the negative aspects of platform labor, this type of employment
and the on-demand economy underlying it are likely to be the essence of the 4IR [35].
The expansion of the on-demand economy and the spread of platform labor are not only
products of the 4IR, but also of the socio-economic system that drives the 4IR. However,
there is a concern that platform work will create a blind area in employment and strengthen
the polarization of labor in Korea [35].

McKinsey and colleagues [36] suggested that the “Skill gap” has emerged as a major
social issue. In the United States, 40% of employers find it hard to search for talent with
the capabilities their company desires, and 60% of the explanations relate to a lack of
necessary preparation to perform their jobs. This is not only a problem in the United States.
It is similar in Korea [35]. In order to cope with changes in occupations or jobs due to
technological change, the challenges of re-learning in new fields are increasing [12,21].
Therefore, this study can address the research necessity regarding the 4IR’s development
and related problems in Korea.

The WEF conducted a questionnaire survey of over 800 top-level managers and
experts from the ICT sector, and published a report [37]. The report presented 21 tipping
points expected in 2025, building a hyper-connected society owing to the changes attracted
or elicited by scientific technologies. Schwab added 2 points to the 21 mentioned [21],
including the birth of the first humans with genes edited directly and intentionally, called
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“designer beings”, and the emergence of the first human implanted with artificial memory
from “neurotechnologies”.

The following are the 23 tipping points (items): robotics and service (the first robot
pharmacist in the USA), self-driving car (10% of cars running in the USA will be self-
driving cars), Al and white collar jobs (30% of corporate auditing by artificial intelligence),
decision-making using big data (the first government to use big data for population census
created), super computer in purse (90% of the population uses a smartphone), ubiquitous
computing (90% of the population can connect to the internet anytime and anywhere),
storage available for everyone (90% of the population possess unlimited and free repository,
operated by ads revenue), Internet of Things (IoT) (1000 billion sensors are connected
to the internet), eye vision as a new interface (10% of spectacles are connected to the
internet), connected home (over 50% of the internet traffic is focused on home devices that
are not entertainment, hobby, or communication devices), Wearable Internet (10% of the
population wears clothing connected to the internet), smart city (the first urban city with
no traffic signals despite having over 50,000 habitants), designer beings, neurotechnologies,
3D printing technology and consumer products (5% of consumer products are made by
3D printers), 3D printing technology and manufacturing (the first automobile made by a
3D printer is produced), 3D printing technology and human health (the first liver made
by a 3D printer is implanted), government and blockchain (the emergence of the first
government collecting tax through blockchain), Bitcoin and blockchain (10% of the world
GDP is stored in blockchain technology), devices are inserted in the body (the advent of
the first commercialized mobile phone inserted in the body), digital identity (80% of the
population has a digital identity on the internet), Al and decision-making (the first artificial
intelligence machine is operated in a corporate executive committee), and sharing economy
(car-sharing is more frequent than self-driving in tourism) [21].

Saturno et al. [38] identified 10 main technology categories and their particulars:
advanced robotics, big data and analytics, cloud computing, cognitive computing, cyberse-
curity, IoT, machine-to-machine (M2M), mobile technologies, radio frequency identification
(RFID) technologies, and additive manufacturing (3D printing). Based on several consult-
ing firms’ selections [39,40], these categories support the understanding of technologies
relevant to the 4IR. However, the technology items of the World Economic Forum (WEM)
and Schwab have more suitable points for empirical analysis [21,37].

Kim classified the 4IR using six attributes or categories, including data source, data
mixture, data storage, data analysis, interface, and value-adding by the analysis system
for big data analysis [41]. Rather than understanding the basis of theoretical and empirical
analyses, this classification is easy to understand intuitively. Additionally, it offers a basis
for categorizing technologies under conditions without the previous classification method.
However, Kim's categorization [41] is limited in that it does not have a stringent background
or employ testing based on a hypothesis.

Based on previous research, this study classifies the chains in the main scientific
technology to support the 4IR using 23 fundamental technologies [21,37]. It conducts
a factor analysis to classify the 23 technologies according to each item’s characteristics,
and conducts a validity review and gives an operational definition via experts’” in-depth
interviews.

3. Research Model and Hypothesis Development

The scheme of research procedures includes the following: (1) Six independent con-
structs are set and defined operationally. (2) The research hypotheses based on the six
variables are presented as a research model. (3) A seven-point Likert scale is used for
measuring responses, and the responders’ demographic information is gathered. (4) Demo-
graphic analysis, reliability tests, validity tests, correlation analysis among variables, and
regression analysis (hypothesis testing) are conducted using SPSS software based on a strict
statistical methodology. (5) The results of the empirical analysis for the main constructs
and composition items are given. (6) In addition, perception difference analyses between
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and among groups for actualization possibility and employment influence are presented
using a t-test and analysis of variance (ANOVA).

Firstly, this study analyzes the independent variable, which is technological changes
caused by the 4IR’s impact on employment, the dependent variable. In advance, scientific
technology changes are analyzed using the related research based on the 4IR to set the
research hypotheses [13,21,37]. The characteristics of grouped constructs (variables) have
been extracted through expert interviews based on the factor analysis results. Six constructs
have been classified. The study operationally defines the main constructs after synthesizing
the characteristics of the constructs and fundamental technologies.

The following operational definitions have been identified as a result of the analysis.
Interface technology supports a large amount of information capture and gathers data
rapidly anytime and anywhere, irrespective of the environment. Life-convenience tech-
nology has attributes that result in a polarization of daily life level, whether acquiring
technology is possible or not. The digital production environment of 3D technology en-
ables production customized to consumers, as opposed to mass production, as performed
previously by factory automation. Table 1 presents each group’s operational definition,
fundamental technologies, and items or tipping points.

Table 1. The technology group of the 4IR.

. . L Fundamental .. .
Construct Operational Definition Technologies Items (Tipping Points)
Robotics and service
A technology leading the economic Self-driving car
Innovation transformation by introducing the fundamental Ay Lo ovoc pi ¢ data, 5G -
technology technologies of Al, robotic engineering, and big ’ ’ ’ Al and white color
data Decision-making using big
data
Storage available for
everyone
Interface An information transaction technology through Ubiquitous computing, Ubiquitous computing
technology ubiquitous and IoT technology IoT ;
Supercomputer in pocket
Internet of Things (IoT)
Eye vision as a new interface
Life-convenience A living benefit improvement technology related IoT. 56, A Connected home
technology to the evolution of a supply technology 0L o Wearable Internet
Smart city
Human life An orgamzatlonz.ﬂ engineering technology that 3D printing, life Neurotechnologies
technology regenerates biological tissue through the engineering, robotics, Al Desi el
development of life engineering technology § ! esigner beings
3D printing technology and
A technology used to develop leading manufacturing
production environments, and attract innovation - . 3D printing technology and
3D technology in manufacturing and products through the 3D printing, Al robotics consumer’s product
development of 3D printing technology 3D printing technology and
human health
Blockchain A public exchange technology leading to Bitcoin and blockchain
significant finance and transaction technology Blockchain -
technology Government and blockchain

changes

The research hypotheses based on the six variables are as follows.

Hypothesis 1 (H1). The innovation technology of the 4IR affects employment.
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Hypothesis 2 (H2). The interface technology of the 4IR affects employment.
Hypothesis 3 (H3). The life-convenience technology of the 4IR affects employment.
Hypothesis 4 (H4). The human life technology of the 4IR affects employment.
Hypothesis 5 (H5). The 3D technology of the 4R affects employment.
Hypothesis 6 (H6). The blockchain technology of the 4IR affects employment.

The research model based on the research hypotheses is presented in Figure 1.

Innovation technology

Interface technology

Life-convenience

Employment

Human life technology

3D technology g H6

Block-chain technology

Figure 1. Research Model.

4. Results
4.1. Sample Statistics

The survey target was experts, including small and medium enterprises (SMEs) and
their employees, because their employment is directly influenced by the advent and devel-
opment of the 4IR. The expert pool was set as a population group for this purpose. First,
a pilot test was conducted offline for company workers. The main survey based on the
first pilot test was conducted via email. The survey was conducted in May (a pilot test
using 30 responders) and June (the main survey) in 2018. One author of this research was
employed at the TIPA (Korea Technology and Information Promotion Agency for SMEs)
and worked for an expert forum or link. The samples were gathered from the expert pool
of TIPA, including ICT-related professionals in various areas, so there is no bias from the
provincial or residential aspect. The total number of published questionnaires online (email
list extracted from the database) was 2350, and the number of questionnaires gathered in
time was 296. The 275 final and effective samples (92.9%), excluding 21 insincere responses,
were used for the final analysis. A seven-point Likert scale was used for measuring re-
sponses. Table 2 presents the responders” demographic information. The scale for items of
actualization possibility ranges from 1 (very low actualization possibility), via 4 (approxi-
mately 50% of actualization possibility), to 7 (very high actualization possibility). The effect
of employment influence ranges from 1 (very high decrease in employment via the item’s
technology), via 4 (neutral effect for employment), to 7 (very high increase in employment).
Thus, a value less than 4 presents a low actualization possibility, or a negative influence of
the technology on employment.
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Table 2. Responders’ demographic characteristics.

Variance

Catego

Frequency Percentage Frequency Percentage

Variance Category

4 (no.) (%) (no.) (%)
Mal 232 4.4
Gender ae 3 8
Female 43 15.6
Below 30 5 o1 Professor/Lecturer 29 10.5
30-39 30 10.9
Research insti-
Age 40-49 143 52.0 tute/Governmental 19 6.9
Org. agencies
50-59 71 25.8 Large enterprise 57 20.7
Small and medium
Over 60 6 2.2 enterprise (SME) 153 55.6
Bachelor 64 23.2
Academic Master 140 50.9 Public servants 17 6.2
Career
Doctor 71 25.8 Total 275 100

4.2. Tests for Variables and Items

Demographic analyses, reliability tests, validity tests, correlation analyses among
variables, and regression analyses were conducted using SPSS software [42].

This study has attempted to obtain reliability and validity by sanitizing variables
according to the following criteria: First, from the factor analysis, items with a factor loading
value less than 0.5 were considered invalid and removed in the following analysis [43,44].
Second, an item with a factor loading value over 0.5 was loaded as more than two factors,
which was conceptually obscure and lowered the discriminant validity. These items were
also removed from further analysis [43,44]. Third, each factor’s reliability was checked
using Cronbach’s alpha, where the value needed to be over 0.7 [45,46]. Finally, after
reviewing whether the loaded items of each factor were theoretically justifiable, unjustifiable
and un-adjustable items were removed.

This research aimed to cleanse the measured items and acquire conceptual validity
through the discussed criteria. Additionally, it utilized the factors and measurement
items extracted from the factor analysis for the following regression variables to test the
hypotheses.

Table 3 presents the results of the final factor analysis. A principal component analysis
(PCA) for each construct was conducted for factor analysis, and the Varimax method for
factor rotation was used. The judgment criteria for factor extraction were evaluated by
checking whether each was over 1.0 rotated or a simple factor eigenvalue. The six factors
were extracted with an eigenvalue greater than 1.0 [42]. The Kaiser-Meyer-Olkin (KMO)
value used to judge a sample’s fitness was 0.897. The approximated Kai square as Bartlett’s
sphericity test, used to test the unit matrix for the correlation matrix in the factor analysis,
was 2157.988 (df = 171, p = 0.000) [44,47]. Therefore, the gathered data and measurement
items had high fitness in using them to conduct a factor analysis, at p < 0.001. Additionally,
the power of the total variance explanation was 69.596%. Therefore, the six independent
variables could be used to examine the dependent variables thoroughly [44,47].
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Table 3. Results of the factor analysis.

Factors
. Life- . .
Items Innovation Interface A Human Life Block-chain
Technology Technology Convenience Technology 3D Technology Technology
Technology
Robotics and 0.739 0.194 0.106 0.069 0.177 0.264
service
Self-driving car 0.725 0.122 0.195 0.191 0.293 —0.078
Aland white 0.708 0.150 0.264 0.073 0.025 0.286
color
Decision-
making using 0.625 0.099 0.067 0.180 0.216 0.355
big data
Supercomputer 0.072 0.853 0.063 0.046 0.212 0.168
mn purse
Ubiquitous 0.149 0.837 0.193 0.077 0.077 0.031
computing
Storage
available for 0.109 0.668 0.214 0.135 0.121 0.204
everyone
Internet of
Things (IoT) 0.388 0.562 0.346 0.133 0.007 0.025
Eye vision asa 0.176 0.216 0.726 0.087 0.194 —0.004
new interface
Connected 0.098 0.223 0.696 —0.042 ~0.051 0.351
home
Wearable 0.162 0.189 0.673 0.066 0.344 0.004
Internet
Smart city 0.311 0.063 0.501 0.332 0.071 0.359
Designer beings 0.146 0.142 0.090 0.855 0.092 0.044
Neurotechnologies 0.125 0.091 0.058 0.847 0.190 0.209
3D printing
technology and 0.132 0.150 0.237 0.033 0.769 0.157
consumer s
product
3D printing
technology and 0.259 0.169 0.134 0.183 0.736 0.062
manufacturing
3D printing
technology and 0.178 0.076 0.005 0.456 0.600 0.279
human’s health
Government
2 blockehain 0.242 0.213 0.150 0.271 0.155 0.727
Bitcoin and 0.357 0.185 0.158 0.101 0.248 0.700
blockchain
Eigenvalue 2.657 2.575 2.178 2.021 2.015 1.778
Proportion of 13.982 13.554 11.461 10.636 10.608 9.355

Variance (%)

Among the loaded measurement items for each factor, the factor loading values of
“device inserted in the body”, “digital identity”, “Al and decision-making”, and “sharing
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economy” were below 0.5; they were, therefore, eliminated from the following main
analysis [44]. The factor loading values of the other items were greater than 0.5. Therefore,
the measurement items for the six independent variables had sufficient convergent and
discriminative validity.

Table 4 presents the results of the reliability test for each factor. Each factor’s reliability
was checked using Cronbach’s alpha, wherein values from 0.725 to 0.820 were over the 0.7
threshold [45,46]. Therefore, the research model showed an adequate degree of reliability.

Table 4. The results of the reliability test.

Factor Average (S.D.) Cronbach’s Alpha
1 5.34 (1.41)
Innovation 2 5.45 (1.34) 0.809
technology 3 5.04 (1.39) ‘
4 4.75 (1.54)
5 6.05 (1.33)
6 6.07 (1.30)
Interface technology 7 5.32 (1.50) 0.810
8 5.85 (1.81)
9 5.23 (1.39)
Life-convenience 10 5.39 (1.25) 0.725
technology 11 5.18 (1.54) ‘
12 419 (1.73)
Human life 13 3.61 (1.70) 0.805
technology 14 3.28 (1.70) ’
15 5.29 (1.40)
3D technology 16 5.10 (1.54) 0.743
17 4.01 (1.73)
Blockchain 18 4.53 (1.49) 0.790
technology 19 4.86 (1.46) )

4.3. Correlation Analysis and Descriptive Statistics

A correlation analysis was conducted using the Pearson coefficient to study the rela-
tionships among the six factors (constructs). Table 5 presents the results of the correlation
analysis. If the correlation coefficient was greater than 0.9, the two variables were taken
as nearly the same, and this could result in multicollinearity problems. In this case, the
variables were removed from the model, or another method was sought to solve the prob-
lem. However, the correlation matrix of this study had no such variables, presenting
discriminant validity in the study [43,44,47].

Table 5. Results of the correlation analysis.

Factor Innovation Interface Coml;;iei-ence Human Life 3D Blockchain
Technology Technology Technology Technology Technology = Technology
Innovation technology 1
Interface technology 0.477 ** 1
Life-convenience technology 0.565 ** 0.541 ** 1
Human life technology 0.405 ** 0.308 ** 0.320 ** 1
3D technology 0.535 ** 0.400 ** 0.449 ** 0.473 ** 1
Blockchain technology 0.637 ** 0.466 ** 0.524 ** 0.443 ** 0.490 ** 1
**p<0.01

Additionally, the average and standard deviations were calculated for the six factors
and the dependent variable (employment influence), before analyzing the effect of each
variable. The analysis results are listed in Table 6.
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Table 6. The results of the descriptive statistics.

Minimum Maximum  Average S.D. Skewness  Kurtosis
Innovation 1.25 7.00 5.1552 1.13730 —0.594 0.295
Interface 1.75 7.00 5.8270 1.06592 —1.155 1.183
Life-convenience 1.75 7.00 5.0015 1.10459 —0.526 0.164
Human life 1.00 7.00 3.4527 1.55717 0.201 —0.579
3D 1.00 7.00 4.8024 1.27398 —0.437 —0.209
Blockchain 1.00 7.00 4.7055 1.34496 —0.335 —-0.172
Employment 1.04 6.68 38362 087767  —0.151 0.819
influence

Among the variables, interface technology yielded the highest average, followed by
innovation, life-convenience, 3D, blockchain, and human life; the average of employment
influence was 3.8362. Human life technology (3.4527 less than 4.0, suggesting it can replace
humans) is near investment-specific according to the descriptive statistics (average value) of
six independent variables related to employment influence, but the other five independent
variables (that gave values more than 4.0, from 4.7055 to 5.8270, suggesting they can
increase human involvement) are near investment-neutral [22-24]. Skewness and kurtosis
values were used to check for insufficient power of discrimination [48]. If the responses
for a specific item in a questionnaire were concentrated in a specific direction, the item
did not discriminate accurately between responders. The normality of the item can be
captured when the values of skewness and kurtosis are between —2.0 and +2.0, meaning
the variables have a normal distribution [49]. Thus, all factors were suitable for the power
of discrimination and normality considering the values.

4.4. Hypothesis Testing

This study conducted a multi-regression analysis based on variables with reliability
and validity to test the hypotheses. To identify a multicollinearity problem, we examined
the data using the variance inflation factor (VIF), a common measure of multicollinearity in
regression analyses, indicating the degree to which each predictor variable is explained by
other predictor variables [50]. As a result of the multicollinearity diagnosis, all items used
as independent variables were shown to have tolerance values over 0.1, and VIF values
below 5 [50]. Therefore, the problem of correlating independent variables can be ignored in
this study. The Durbin-Watson (DW) statistic, ranging from 1.662 to 1.991 for each factor,
can be approximated to 2. Thus, the assumption of independence among residuals was
confirmed [51].

The adjusted R square value for each factor presents the explanatory power of the
factor regarding employment influence in the model. Each factor is presented as a propor-
tion, as 4.7%, 4.2%, 6.2%, 3.5%, 3.6%, and 4.2% for the model. Additionally, each factor’s
p-value (significance level) is below 0.01 (1%) for every considered F-value and degree of
freedom (df). Therefore, the regression model is suitable for explaining the relationship
between and among the independent and dependent variables [42,43]. Table 7 presents
the results of the multi-regression analysis, including multi-collinearity statistic, DW value,
and adjusted R square value for each factor.
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Table 7. Results of the multi-regression analysis.

Unstand.a.rdized Stand.ar‘dized Multi-Co}lipearity
Factors and Fundamental Technologies Coefficient Coefficient t-Value p-Value Statistic
B S.E. Beta Tolerance VIF
(constant) 2.797 0.333 8.389 0.000 - -
Robotics and service -0.023 0.066 —0.029 —0.354 0.724 0.562 1.781
Innovation Self-driving car 0.152 0.064 0.180 2.369 0.019 * 0.643 1.554
AT and white color —-0.132 0.068 -0.158 —-1.943 0.053 0.557 1.795
Decision-making using 0.141 0.056 0.189 2489 0.013* 0.646 1.547
big data
(constant) 2.647 0.440 6.014 0.000 - -
Supercomputer in purse 0.033 0.087 0.035 0.383 0.702 0.435 2.300
Interface Ubiquitous computing 0.068 0.090 0.070 0.757 0.449 0.439 2.280
Storage available for ~0.012 0.064 ~0.014 ~0.181 0.856 0.631 1.584
everyone
Internet of Things (IoT) 0.189 0.082 0.177 2.304 0.022 * 0.631 1.584
(constant) 2.799 0315 8.879 0.000 - -
Life- Eye e e 0.057 0.056 0.075 1.022 0.308 0.671 1.489
convenience Connected home 0.031 0.057 0.038 0.545 0.586 0.731 1.367
Wearable Internet 0.124 0.048 0.184 2.566 0.011* 0.712 1.405
Smart city 0.032 0.041 0.054 0.776 0.439 0.760 1317
(constant) 3.172 0.167 - 19.001 0.000 - -
Human life Designer Beings 0.125 0.054 0.194 2.326 0.021 * 0.543 1.843
Neurotechnologies 0.011 0.055 0.017 0.203 0.839 0.543 1.843
(constant) 2,947 0.291 - 10.128 0.000 - -
3D 3D printing technology 0.017 0.060 0.021 0.282 0.778 0.679 1473
and consumer’s product
3D printing technology 0.014 0.057 0.019 0.242 0.809 0.606 1.650
and manufacturing
3D printing technology 0.131 0.049 0.195 2.643 0.009 ** 0.687 1455
and human’s health
(constant) 2.823 0.244 - 11.574 0.000 - -
Blockchain Government and —0.001 0.058 —0.001 ~0.016 0.987 0.588 1.700
blockchain
Bitcoin and blockchain 0.167 0.059 0.224 2.816 0.005 ** 0.588 1.700

Innovation: R? = 0.062, adjusted R? =0.047, F = 4.173 (dfl = 4, df2 = 253), p = 0.003, DW = 1.662. Interface:
R? = 0.057, adjusted R? = 0.042, F = 3.802 (df1 = 4, df2 = 253), p = 0.005, DW = 1.810. Life-convenience: R? = 0.077,
adjusted R? = 0.062, F = 5.271 (dfl = 4, df2 = 253), p = 0.000, DW = 1.991. Human life: R? = 0.042, adjusted
R? =0.035, F = 5.612 (dfl = 2, df2 = 255), p = 0.004, DW = 1.915. 3D: R? = 0.047, adjusted R? = 0.036, F = 4.166
(df1 = 3, df2 = 254), p = 0.007, DW = 1.793. Blockchain: R? = 0.050, adjusted R2 =0.042, F = 6.692 (df1 = 2, df2 = 255),
p=0.001, DW = 1.842. * p < 0.05, * p < 0.01.

Regression analysis was conducted for the six independent variables to identify
their significance in relation to the dependent variable; that is, to evaluate the impact
on employment as technology progresses according to the 4IR. The results show that the
life-convenience technology and blockchain technology variables significantly influenced
employment when p < 0.001 (H3 and H6 were accepted). Additionally, innovation technol-
ogy, interface technology, human life technology, and 3D technology variables significantly
influenced employment when p < 0.01 (H1, H2, H4, and H5 were accepted). The detailed
items, related to the impact on employment of fundamental technologies, composing the
independent variables are listed in Tables 7 and 8.

The results show that the seven items of “Self-driving car”, “Decision-making using
big data”, “Internet of Things (IoT)”, “Wearable Internet”, “Designer Beings”, “3D printing
technology and human’s health”, and “Bitcoin and blockchain” were statistically significant
in terms of their employment effect. The other 12 items were not statistically significant.
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Table 8. Results of the empirical analysis for the main constructs and composition items.

Construct (Hypothesis) Results of Analysis

“Innovation tech. — employment”: “Self-driving
car” and “Decision-making using big data” were
significant (p < 0.05) but “Robotics and service” and
“Al and white color” were not significant.

Innovation technology (H1)

“Interface tech. — employment”: “Internet of Things
(IoT)” was significant (p < 0.05) but “Supercomputer

in purse”, “Ubiquitous computing”, and “Storage
available for everyone” were not significant.

Interface technology (H2)

“Life-convenience tech. — employment”: “Wearable
Internet” was significant (p < 0.05) but “Eye vision as
a new interface”, “Connected home”, and “Smart
city” were not significant.

Life-convenience technology (H3)

“Human life tech -> employment”: “Designer
Human life technology (H4) Beings” was significant (p < 0.05), but
“Neurotechnologies” was not significant.

“3D tech. — employment”: “3D printing technology
and human’s health” was significant (p < 0.01) but
3D technology (H5) “3D printing technology and consumer’s product”
and “3D printing technology and manufacturing”
were not significant.

“Blockchain tech. — employment”: “Bitcoin and
Blockchain technology (H6) blockchain” was significant (p < 0.01) but
“Government and blockchain” was not significant.

4.5. Actualization Possibility and Employment Influence

The average values were derived for the actualization possibility and the effect of
employment influence on the six factors used as the main constructs for this research. The
results are presented in Table 9. In the case of the actualization possibility in innovation
technology among fundamental technologies, the highest average values were given by
“Robotics and service” and “Self-driving car” in terms of the employment effect. In the case
of the actualization possibility and the employment effect in each construct, the highest
average values were given by “Supercomputer in purse”, “Internet of Things”, “Connected
home”, “Wearable Internet”, “Designer Beings”, “3D printing technology and consumer’s
product”, and “Bitcoin and blockchain”. In the averages of each item given in Table 9, (-)
means lower actualization possibility or negative employment influence, and (+) means
higher actualization possibility or positive employment influence.

Table 9. The values of actualization possibility and employment influence effect.

L. Effect of s Effect of
Actualization Actualization
Fundamental o1 Employment s Employment
Construct Possibility Possibility
Technology (Average) Influence (Median) Influence
& (Average) (Median)
Robotics and service 5.37 (+) 3.21(-) 6.00 3.00
Self-driving car 5.44 (+) 4.04 (+) 6.00 4.00
Innovation technology Al and white color 5.04 (+) 3.28 () 5.00 3.00
Decision-making using big 481 (+) 353 () 5.00 400

data
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Table 9. Cont.
Actualization Effect of Actualization Effect of
Fundamental oy e1s Employment o e1s Employment
Construct Possibility Possibility
Technology (Average) Influence (Median) Influence
& (Average) (Median)
Supercomputer in purse 6.09 (+) 4.38 (+) 7.00 4.00
Ubiquitous computing 6.08 (+) 442 (+) 7.00 4.00
Interface technology ;
Storage available for everyone 5.36 (+) 3.97 (-) 6.00 4.00
Internet of Things (IoT) 5.87 (+) 444 (+) 6.00 5.00
Eye vision as a new interface 5.20 (+) 4.05 (+) 5.00 4.00
Life-convenience Connected home 5.39 (+) 4.26 (+) 6.00 4.00
technology Wearable Internet 5.18 (+) 4.29 (+) 6.00 4.00
Smart city 423 (+) 3.71(-) 5.00 4.00
Designer Beings 3.66 (-) 3.58 (-) 4.00 4.00
Human life technology Neurotechnologies 3.36 (-) 3.52 (-) 3.00 4.00
3D printing technology and 5.32 (+) 3.69 () 6.00 4.00
consumer’s product
3D technology 3D printing technology and 5.10 (+) 3.53 () 5.00 3.00
manufacturing
3D printing technology and
human’s health 4.00 (+) 3.62(-) 4.00 4.00
Government and blockchain 459 (+) 3.55 (-) 5.00 4.00
Blockchain technology
Bitcoin and blockchain 4.89 (+) 3.64 (-) 5.00 4.00

4.6. Difference Analyses between and among Groups for Actualization Possibility and
Employment Influence

A t-test was conducted to assess the actualization possibility difference for the six
technologies according to gender. Only innovation technology in the actualization possibil-
ity showed a weak significant difference between males and females (¢ = 1.747, p < 0.10).
The male group (M = 5.21) was higher than the female group (M = 4.88). Interface and
human life technologies, assessed in terms of the employment influence effect, showed
a significantly small difference between males and females. Interface technology was
t =1.717, p < 0.10. Here, the male group (M = 4.34) gave higher values than the female
group (M = 3.98). Human life technology also showed a small, significant difference be-
tween males and females (f = —1.774, p < 0.10). Here, the female group (M = 3.95) gave
higher values than the male group (M = 3.62).

A one-way ANOVA was conducted to test the actualization possibility difference
for the six technologies according to the age band. Innovation, interface, and blockchain
technologies, in terms of actualization possibility, showed significant differences among
the age bands. For innovation technology, the difference in the age band was statistically
significant (F = 2.998, p < 0.05), and the average of the sixties group (M = 6.58) was the
highest. The Bonferroni post-hoc analysis [42] showed that the average of the sixties group
was higher than that of the twenties, thirties, forties, and fifties. For interface technology,
the difference in age band was statistically significant (F = 2.902, p < 0.05), and the average
of the sixties group (M = 6.61) was the highest. The Bonferroni post-hoc analysis results
show that there were no differences between groups. The difference in age band was
statistically significant (F = 3.901, p < 0.01) for the blockchain technology, and the average
of the sixties group (M = 6.42) was the highest. The Bonferroni post-hoc analysis results
show that the average of the sixties group was higher than that of the twenties, forties, and
fifties groups.
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A one-way ANOVA was conducted to test the difference in employment effect on
the six technologies according to the age band. Innovation, interface, human life, and 3D
technologies showed a small significant difference in terms of the employment influence
among age bands. For innovation technology, the difference in age band was statistically
(weakly) significant (F = 2.290, p < 0.10), and the average of the fifties group (M = 3.79)
was the highest. The Bonferroni post-hoc analysis showed that there were no differences
between groups. For interface technology, the difference in age band was statistically
(weakly) significant (F = 2.073, p < 0.10), and the average of the twenties group (M = 4.70)
was the highest. The Bonferroni post-hoc analysis showed that there were no differences
between groups. For human life technology, the difference in age band was statistically
significant (F = 5.808, p < 0.01), and the average of the twenties group (M = 4.34) was the
highest. The Bonferroni post-hoc analysis showed that the average of the fifties group
was higher than the twenties group. The difference in age band was statistically (weakly)
significant (F = 2.269, p < 0.10), and the average of the twenties group (M = 4.01) was the
highest for the 3D technology. The Bonferroni post-hoc analysis showed that there were no
differences between groups.

A one-way ANOVA was conducted to test the actualization possibility difference for
the six technologies according to academic careers. No group showed any difference in the
actualization possibility according to academic career (F = 0.273, p > 0.10), and the average
of the doctor graduation group (M = 5.25) was the highest.

A one-way ANOVA was conducted to test the difference in the effects of employment
on the six technologies according to academic careers. In the employment influence effect,
innovation, life-convenience, and blockchain technologies showed a (weak) significant
difference according to academic career groups. For innovation technology, the difference
in academic career was statistically significant (F = 4.610, p < 0.05), and the average of the
doctor graduation group (M = 3.87) was the highest. The Bonferroni post-hoc analysis
showed that the average of the doctor graduation group was higher than that of the
undergraduate and master groups. For life-convenience technology, the difference in
academic career was statistically (weakly) significant (F = 3.005, p < 0.10), and the average
of the doctor graduation group (M = 4.34) was the highest. The Bonferroni post-hoc
analysis showed that the average of the doctor graduation group was higher than that of
the undergraduate group. For blockchain technology, the difference in academic career
was statistically significant (F = 3.300, p < 0.05), and the average of the doctor graduation
group (M = 3.90) was the highest. The Bonferroni post-hoc analysis shows that the doctor
graduation group’s average was higher than that of the undergraduate group.

A one-way ANOVA was conducted to test the actualization possibility difference for
the six technologies according to the organizational types. No group showed any difference
in terms of actualization possibility according to organizational types. Additionally, a one-
way ANOVA was conducted to test the differences in the effects of employment on the six
technologies according to organizational types. In terms of the employment influence effect,
only innovation technology showed a significant difference according to organizational
types. For innovation technology, the difference in organizational type was statistically
significant (F = 2.030, p < 0.05), and the average of the medium enterprise group (M = 3.67)
was the highest. The Bonferroni post-hoc analysis showed that the average of the medium
enterprise group was higher than that of the large enterprise group.

A t-test was conducted to evaluate the actualization possibility difference for the
six technologies according to organizational type (supplier or demander). Based on the
responders’ demographic characteristics, shown in Table 2, large and medium enterprise
responders (1 = 210) were classified as demanders, and the remaining (1 = 65) as suppliers.
In terms of the actualization possibility, only interface technology showed a significant
difference according to organizational type (supplier/demand). In the interface technology,
the difference had a weak statistical significance (t = —1.903, p < 0.10), and the average of
the demand group (M = 5.93) was higher than that of the supplier group (M = 5.64). A t-test
was conducted to assess the difference in the effect of employment on the six technologies
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according to organizational type. No group showed any difference in the employment
influence effect according to organizational type.

A one-way ANOVA was conducted to test the actualization possibility difference for
the six technologies according to work year (below 15 years, 15 years to below 20 years,
over 20 years). No group showed any difference in actualization possibility according
to work year. Additionally, a one-way ANOVA was conducted to test the difference in
employment effect on the six technologies according to work year. No group showed any
difference in the employment influence effect according to the work year.

5. Discussion

The results of RP1 (Is there any statistically significant classification for the funda-
mental technologies of the 4IR?) can be further explained by examining the reliability test,
validity test including factor analysis, correlation analysis among constructs (variables),
and measurement items based on the 275 effective samples. Before these tests and analyses,
we presented six constructs, including sub-technologies, and defined each construct opera-
tionally, as shown in Table 1. Statistically, six constructs were significant when considering
the stringent criteria. Thus, we conclude that significant classification of the fundamental
technologies of the 4IR was statistically possible. This finding contributes to the academic
sphere of understanding and analyzing the 4IR in a sophisticated manner. In recent years,
various studies regarding the 4IR or digital transformation have provided some insights,
including definitions, opportunities, and business areas. However, the categorization of the
constructs and fundamental technologies or items for 4IR, especially the empirical testing
basis, remains insufficient.

Regarding RP2 (What are the influential variables or the most influential factors in the
employment area?), we conducted hypothesis testing using regression analysis for the main
constructs and fundamental technologies. Regression analysis was conducted to under-
stand the significance of the six independent variables in relation to the dependent variable,
in seeking the impact on employment as technology progresses according to the 4IR. The
results reveal that the life-convenience and blockchain technology variables significantly
influenced employment under p < 0.001. Additionally, the innovation, interface, human
life, and 3D technology variables significantly influenced employment (under p < 0.01). All
six hypotheses were statistically significant, and the seven fundamental technologies were
significant for employment influence. This result confirms that our regression model was
suitable for analyzing the influences. Therefore, we conclude that RP2 could be solved.

Regarding RP3 (Is there any difference in the employment influence between or
among demographic groups?), the results varied for each demographic factor. First, for
the actualization possibility difference according to gender, only innovation technology
showed a weak significant difference (p < 0.10) between males and females; the male
group was higher than the female group. Interface and human life technology showed
a weak significant difference between males and females for the employment influence
effect. The male group was higher than the female group for interface technology. Human
life technology also showed a weak significant difference between the male and female
groups; the value of the female group was higher than that of the male group. The female
group presented deep concerns about employment in the human life construct. However,
traditional statistical significance (under p < 0.05) between the two groups was not found.
This result is in contrast with the general prediction of there being a difference between the
groups.

The possibility of actualization differed according to the age band; innovation (p < 0.05),
interface (p < 0.05), and blockchain technologies (p < 0.01) were significantly different among
age bands. In the post-hoc analysis for innovation technology, the average of the sixties
group was higher than that of the twenties, thirties, forties, and fifties groups. In the
post-hoc analysis for the interface technology, no group showed differences. In the post-hoc
analysis for blockchain technology, the average of the sixties group was higher than those
of the twenties, forties, and fifties groups. However, the results are contrary to the general
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thinking (i.e., the younger age groups or generations are familiar with the fundamental
technologies, and present high interest regarding actualization possibility and employment
influence). The sixties group had only six responders; therefore, further analysis needs to
be conducted, after gathering more samples. Innovation technology (p < 0.10), interface
technology (p < 0.10), human life technology (p < 0.01), and 3D technology (p < 0.10) showed
a (weak) significant difference among age bands for employment influence. There was
no statistically significant difference between the groups for innovation interface and 3D
technologies. The post-hoc analysis has shown that the average of the fifties group was
higher than that of the twenties group for human life technology. The findings indicate that
older age groups must be considered more to introduce a new policy related to 4IR.

Considering the actualization possibility difference according to academic careers, no
group showed any difference, and the average of the doctor graduation group was the
highest. However, the employment influence effect differed according to academic careers.
In terms of the employment influence, innovation (p < 0.05), life-convenience (p < 0.10),
and blockchain technologies (p < 0.05) showed significant difference. The post-hoc analysis
showed that the average of the doctor group was higher than that of the undergraduate
and master’s groups for innovation technology. The post-hoc analysis showed that the
average of the doctor group was higher than that of the undergraduate group for life-
convenience, as well as blockchain technology. This shows that high interest in or concerns
for employment influence are strong influences for those with academic careers.

As regards the actualization possibility difference according to organizational type
(five groups), no group showed a difference. As regards the employment influence dif-
ference according to organizational type, only innovation technology (p < 0.05) had a
significant difference. The post-hoc analysis shows that the average of the SME group
was higher than that of the large enterprise group for innovation technology. This can be
considered when creating a policy for SMEs.

Interface technology (p < 0.10) showed a weak significant difference for the actu-
alization possibility difference according to organizational types (supplier or demand).
The average of the demand group was higher than that of the supplier group. No group
showed a difference in the employment influence effect according to the organizational
type (supplier or demand).

There was no difference in actualization possibility according to the work year groups,
and no group showed a difference in the employment influence according to work year.
There was no statistically significant difference in terms of the 4IR’s actualization possibility
and employment influence, although the work years and organizational types (supplier
or demand) of responders were different. We can cautiously mention that workers in
an organization have similar perceptions regarding these two areas. The categories in
organizational type or work years can be divided to analyze the groups’ differences related
to 4IR through further studies.

6. Conclusions

An empirical analysis of 4IR’s impact on employment has not yet been conducted
sufficiently [17]. Based on the literature survey, this could be the first trial to highlight
the impacts of fundamental technology factors in the 4IR, and offers a rare empirical
analysis of the 4IR. This study first divided the 23 technology changes into six constructs:
innovation, interface, life-convenience, human life, 3D, and blockchain technologies, from
an exploratory research perspective. Additionally, this study presents operational def-
initions for the six constructs. The construct derivation was systematically composed
after conducting a pilot test including commonality analysis, factor analysis, and expert
opinions.

The results show that all six constructs influence employment. However, the sig-
nificance levels of the detailed items in each factor technology are different. The seven
items of “Self-driving car”, “Decision-making using big data”, “Internet of Things (IoT)”,

/a7

“Wearable Internet”, “Designer Beings”, “3D printing technology and human’s health”,
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and “Bitcoin and blockchain” were statistically significant in terms of employment effect.
Additionally, we analyzed each group’s differences among the demographic variables.
There were perceptual differences in the effects of technologies between and among groups.

This study can provide suggestions related to policy direction (e.g., discussion/introduction
of basic income or robot tax) for the 4IR through a concrete analysis of the results, especially
regarding the influence on employment. Prior research or discussions have been presented
based on a qualitative analysis, along with some arguments. The findings of this research
are based on quantitative and statistical analyses. Thus, it we can hint at a scientific
approach to addressing the complicated employment influences, and solving the problems
in 4IR’s deployment and spread. Additionally, from a managerial perspective, this study
can provide clues for preparing for future development through the impact of fundamental
technologies on employment.

However, this study has several limitations. It uses an unbalanced sample (e.g., a male
sample of over 80%, and a large academic career population). The sample was gathered
in Korea, so the application of the results to other countries might be different. As the
4R has spread rapidly and deepened among people and countries, this limitation can be
relieved through various studies based on the application or expansion of its methodology.
This study can naturally lead to and guide a future study of the employment influences of
six variables and detailed items with various samples, including respondents from other
countries. Additionally, the methodology used in this study can be reproduced using other
terms.
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