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1. Motivation and significance Currently, a single webpage consists of areas with multiple

functions and content instead of a single piece of information

People share news, information, thoughts, and feelings through [2,5]. For example, web news articles have. adver_tlsements, nav-
social media via the web, which has become the richest source lgation menus, comments, and qther website bonlerplates. Web-
of information in various forms, mainly text, images, and videos page segmentation, a preprocessing task for separating each area,

[1,2]. Many research fields, such as information retrieval [3-7], is essential for building a dataset on these webpages. Although

. - . many webpage segmentation techniques exist, creating a web-
?ﬁtsu:;;}eagfgifj processing [8,9], and marketing [10,11], require page dataset still requires the effort and labor of researchers.

One of the challenges is about creating a dataset. Although
many existing studies presented datasets containing webpage
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Existing datasets also may not meet the research purpose. For
example, Leonhardt et al. [5] argued that the dataset is old, but
the newly collected data comprise English web pages. Since the
web is used worldwide, it is also necessary to build a new dataset
to study non-English web pages [12,13].

Examining the collected webpages is another challenge.
Datasets must be examined with several processes, such as data
cleaning, annotation (labeling), and cross-validation. These pro-
cesses are often conducted by multiple participants. Although
professional tools or services exist for these tasks, researchers
may ask for the participation of ordinary people in research
subjects like web aesthetics [14] and web accessibility [15]. Thus,
collaborative tools for researchers and participants are required
in some research scenarios.

Experimenting and evaluating webpage segmentation meth-
ods remains challenging. Because of the various purposes of web-
page segmentation, webpages can be treated in many forms:
a single large text, text sequences, bag-of-words, tree structure
(Document Object Model), and an image rendered on a web
browser. Similarly, the types of segments to be measured vary ac-
cording to the segmentation method. For example, Web2Text [4]
processes only HTML nodes with text content; therefore, its result
has no images, forms, or other non-textual HTML nodes, which
can have a visible area when the webpage is rendered. This result
can only be measured for performance metrics that calculate
the visible area on the displayed webpage with additional post-
processing, such as finding a wrapper node that includes all texts
in the result.

Therefore, several iterative experiments and evaluations are
essential to ensure that the webpage segmentation method is
suitable for research purposes. This may involve collecting nu-
merous webpages, comparing several methods with various per-
formance metrics, and controlling many participants. Web au-
tomation software, such as web crawlers and annotator tools,
presents a partial solution to this problem. However, they are
mostly professional and difficult to customize.

This paper presents a JavaScript framework that builds a We-
bExtension to create data sources and examine webpage segmen-
tation methods on webpages. Using our framework, researchers
can build a suitable benchmark WebExtension to evaluate web-
page segmentation for their research purposes. Overall, our
WebExtension-based framework offers benefits as follows:

- Data collection on web browsers enables the gathering and
archiving of webpages based on the appearance displayed
in the actual browser, including visual information and user
properties.

- In data curation (annotation and labeling) and qualitative
analysis, participants can perform labeling tasks in a web
browser. Participants can easily perform these tasks on their
browsers rather than on hard-to-understand professional
software.

- It is extensible for combining web segmentation methods
and applying various performance metrics for research pur-
poses.

- The process and results of the segmentation can be dis-
played on the original webpage via a web browser, which
does not require expertise in web techniques and can be
understood by ordinary people.

In particular, this framework was used to build a tool for ex-
tracting the main content from webpages. We created a multilin-
gual dataset of eight languages using this framework, including
human-labeled HTML documents [16]. We also implemented in-
terfaces for well-known webpage segmentation methods (Read-
ability.js [17], DOM distiller [ 18], Web2Text [4], and BoilerNet [5])
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and performance metrics of text and area similarity (longest com-
mon subsequence [19], matched text blocks [4,5], and intersec-
tion over union (IoU) [20]). The implementations were preloaded
for user convenience. Researchers using this framework can re-
fer to or use implementations to build WebExtensions for their
experiments.

Although numerous webpage datasets and benchmarks ex-
ist, researchers devote their time to reworking the datasets and
methods. Due to the diversity of research purposes and applica-
tion goals, researchers cannot use existing datasets and collect
new ones that meet their goals, resulting in much repetitive labor.
For example, Alarte et al. [21] presented a workbench to compare
template extractors on a new dataset of their other work [22].
Their workbench includes CleanEval [23], a well-known dataset;
however, they could use only 20 webpages because of the out-of-
date benchmarks in the dataset. They also mentioned that most
existing methods are not open or freely accessible and that they
had to reimplement five template extractors. In many studies,
ad hoc tools for the experiment have been created for human
responses because the human annotation from existing datasets
can be misunderstood and is often based on outdated webpages.

Leonhardt et al. [5] used CleanEval and newly collected web-
pages in their experiments. They said that the web had changed
a lot since 2007 when CleanEval was announced. Thus, they
collected recent webpages from GoogleTrends-2017 keywords. As
such, it is very common to need a new dataset due to the aging
of the dataset and its non-conformity with purpose.

Wu et al. [13] enhanced the method of Leonhardt et al. [5] to
other languages, such as Chinese, Japanese, and Thai. However,
they said their non-English datasets were biased toward news
and blog websites, unlike English datasets containing multiple
domains. This shows the difficulty of collecting webpages from
languages other than English.

Wan et al. [14] presented a webpage layout evaluation model
for quantifying webpage layout design. Their methodology in-
volved gathering webpages and showing them to participants
using questionnaires about the webpage’s aesthetics. Although
similar tasks have been performed in previous studies, Wan
et al. newly indexed 200,000 pages and refined them to a new
dataset of 13,017 webpages for their experiment. This shows
that webpages’ rapid, dynamic, and heterogeneous nature allows
researchers to collect, verify, and evaluate new data.

Li et al. [15] also tried to investigate the Reader View's effects
on user experience instead of improving the existing techniques.
Because existing datasets could not achieve their objectives, they
collected new datasets and experimented on the usability and
readability of Firefox's Reader View on 391 experimenters, in-
cluding 42 dyslexic patients. As in this experiment, webpage
datasets can also be used in experiments with many non-experts,
and this may be considered when building datasets.

Table 1 summarizes the above works regarding research sub-
jects, purposes, and datasets. The webpage dataset is one of the
multidisciplinary datasets, and even people who are not experts
in web technology use webpages daily. It leads to the subject of
webpage segmentation being wide. Therefore, researchers often
face situations where they need to collect datasets for new exper-
iments that meet their research objectives. This paper proposes a
framework that allows them to construct the desired benchmarks
themselves.

2. Software description

The framework is designed to provide access to webpages,
user inputs, and external extensions and store their data on
a server. Our framework has two parts: as the front-end, the
Chrome Extension API (WebExtension in Fig. 1), and as the back-
end, the Node.js server provides REST APIs for storing data in the
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Fig. 1. Architecture diagram of the framework.

Human Users: Researchers,
developers, annotators, etc.
% /

~N

g3 03

Alarte et al. [21]

Leonhardt et al. [5]

Wau et al. [13]

Wan et al. [14]

Li et al. [15]

Research subject

Purpose

Target Dataset

Webpage template
extraction

Benchmarking for
template extraction
methods

English, German,

Webpage boilerplate
removal

Benchmarking for
boilerplate removal
methods

English

Webpage boilerplate
removal

Benchmarking for
boilerplate removal
methods

English, Chinese,

Web aesthetics

Dataset for user
experiments and
questionnaires

Mixed (Sampled from

User experience,
Accessibility

Dataset for user
experiment

Mixed (Sampled from

Languages French, and Spanish Japanese, Thai Alexa Top 500 Sites Alexa Top 500 Sites
2018) 2018)
Type of Web engineers Web engineers Web engineers Web users Web users, including
participants the disabled
involved dataset
Table 2
Summary and recommended usage of the Task templates.
Crawling Curation Extraction Evaluation
Retrieving Automatic Manual Automatic Automatic/Manual
webpages

Target data HTML elements

Best practices Webpage crawling

and archiving

Web segment

HTML elements, browser
events, user response

annotation, dataset
review, experiments
with user questionnaires

Depends on the extractor  Depends on the

evaluator
Batch processing for
applying the web
segment method

Batch processing for
evaluation metrics, user
experiments on the
controlled browser
environment

database connections (Server in Fig. 1). A task must be defined
for the WebExtension built within this framework to work for
a specific purpose. Hence, we provide a Task Class and four
templates as implementations of the Task Class. They are optional
for WebExtension generation, but they are helpful.

2.1. Task templates

Without any implementation, the framework builds a WebEx-
tension that reads URLs from the database and loads them on
a new browser tab. We provide several implementations of the
Task class as templates, each representing the task frequently
used in webpage segmentation: Crawling, Curation, Extraction,
and Evaluation. Table 2 presents our recommended usage for the
templates.

2.1.1. Crawling template
Crawling template provides a code snippet that automatically
traverses the webpage, performs a process when the page is

loaded, and then moves to the next page. Our recommendation
for this template is to store webpages in files or databases using
the preprocesses required for the experiment. For example, it pro-
vides functionality to save a webpage as an MHTML file to include
information on external content. This template is also helpful
when automated preprocessing is required, such as creating a
dataset from a webpage, performing a pre-inspection, or filtering
irrelevant pages from the URLs.

2.1.2. Curation template

Curation template targets many tasks that require human
decision-making, such as labeling web segments from crawled
webpages with researchers’ insights. This template provides the
best practice that uses the DevTools API when users access the
DOM inspector to label the webpage segment at the level of the
HTML elements. This template helps to review and tag attributes
on a webpage with multiple annotators.
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The data type of extraction results and conversion procedure for the measurements.

Type of result Longest common subsequence  Matched text blocks [4,5] IoU [20]
[19]
Readability.js A single HTML Property of elements (trimmed Visible descendant elements As is
element multiline whitespaces)
DOM Distiller HTML elements Concatenated strings from Visible elements A wrapper of
attributes of elements elements
Web2Text A list of strings Concatenated strings Visible elements having a A wrapper of
matched string elements
BoilerNet A list of element Concatenated strings from Visible elements A wrapper of
indices attributes of elements elements

2.1.3. Extraction template

Extraction template supports batch processing for webpages,
such as the crawling template. This template also provides in-
formation on interacting with external programs such as other
WebExtensions of the same web browser. For example, BoilerNet
provides its WebExtension version. However, this version pro-
cesses a single page on the current tab, only activated by the
user’s action (mouse click). We included a function for message
passing to another WebExtension in this template so that we
could automate BoilerNet’s extraction process on web browsers.
The preloaded extraction methods were Firefox Readability.js,
Google Chrome DOM Distiller, and BoilerNet.

2.1.4. Evaluation template

Numerous performance metrics can be applied to webpage
segments. Most quantitative metrics substitute a webpage for
another form of data. For example, as a performance metric, the
longest common subsequence (LCS) indicates the similarity of
two strings. The F-score is calculated from the length of common
subsequence between the text of relevant HTML nodes and the
retrieved ones by a method. Thus, we must alter the webpage
and our experimental results to pure text for the performance
metric. As LCS compares only strings, non-textual contents, such
as images and videos, are discarded. Meanwhile, Intersection over
Union requires two displayed areas; we must alter our data to the
relevant and retrieved areas on the webpage.

Furthermore, some metrics, such as human eye tracking, user
impressions, and user behavior, require a controlled experiment
and performance evaluation environment. These metrics require
semi-automatic or manual webpage iterations and intricate event
handling. For example, we might record a user’s behavior only
a few seconds after loading the webpage to measure the first
impression. In this scenario, we should wait for the user to look
at the webpage but prevent webpage navigation.

The Evaluation template supports the automation of the eval-
uation of webpages with the given performance metrics or envi-
ronments. It can automatically load webpages, extract multiple
data to perform calculations and measure data from users or
other external sources (e.g., recording the user’s behavior 5 s after
webpage loading). The preloaded performance metrics are the
F-score of the longest common subsequence and matched text
blocks, and Intersection over Union values (Table 3) for the results
of Firefox Readability.js, Google Chrome DOM Distiller, Web2Text,
and BoilerNet.

2.2. Sample code snippets analysis

Listing 1 and 2 show an example of creating and assigning a
new extraction task to TaskManager using the extraction tem-
plate. The TaskManager creates a Task that iterates webpages and
sends data to the content script whenever a page is loaded. Using
RequestCallback, developers can add variables or declare a new
function to convey the content script (Listing 1). The extraction

result is sent using the sendResponse function in onMessageCall-
back (Listing 2). Consequently, the extraction result is returned
as the response parameter in the response callback. The result is
checked, reprocessed, and sent to the databases in this function.

3. Illustrative examples

This section demonstrates the application of our framework.
Fig. 2 shows the experimentation process that uses our templates
in the order of crawling, curation, extraction, and evaluation.

Preparation The extension options page (Fig. 3) shows the DB
interface server and MHTML parsing server URLs (Fig. 3(a)). The
target webpages and execution buttons are displayed if the server
connection is successful (Fig. 3(b)). Users can execute each tem-
plate using the configuration shown on this page (Fig. 3(c)). The
user ID identifies the annotators for the curation tasks (Fig. 3(d)).

Crawling: This template opens and stores webpages. We used
MongoDB for the page metadata and PostgreSQL for the raw
data and captured the page in an MHTML file. Before saving the
webpage, we numbered the HTML elements according to the
order in the DOM tree.

Curation: This template loads crawled webpages on the
MHTML parsing server. Annotators can choose an element from
the page’s main content using the DevTools extension (see Fig. 4).
The selected answer with the tag is stored in MongoDB.

Extraction: As Readabilty.js provides a standalone module,
it can be directly executed in the content script. The execution
results for the JSON objects were stored in MongoDB.

Evaluation: The results of Readabilty.js and the annotated
answers are a single HTML element. Hence, we can apply the
following measurements: textContent attributes for LCS, visible
descendants for matched text blocks, and areas for IoU.

4. Impact

This framework aims to present the process of making a web-
page a valuable dataset and making the process visible in a web
browser. Webpage collection studies have used programming
APIs, command-line tools, or headless browser environments
[8,24,25]. Web browsers are less suitable than technical tools or
programming APIs for handling many webpages. However, gath-
ering and examining webpages with a web browser is worthwhile
because most webpages are created for user interactions on a web
browser. Webpages displayed in familiar forms can easily induce
users’ behavior and responses, allowing researchers to obtain new
insights [10-12,14,26,27].

One of the research subjects that is difficult to access with a
few experts is the case across multiple regions and languages. The
Web is used worldwide, and webpages of their own environment
may be created in each region according to language or culture.
Because many datasets are mainly English or Western languages,
it is difficult to find datasets that contain the characteristics
of various regions and languages. Many studies on webpages
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st manager = TaskManager.getInstance()

return awa
taskName: TASK
extractorName:
id: pid,

AME_EXTRACTIO

st requestCallback = requestMozilla

- responseCallback =
console.log( "Extract
const status,

o

status

"

console.error("[EXTRACTION] Error from

t task =
target.pages,
task.start()

it manager.create<
xtraction, config,

equestContentScript tabId,r

content script response
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(tabId: number

(task: Extraction, response: any) => {
, response, task
ractorName, data, error, pid

k' && !task.config.watch
calConfig.getInstance().host, ~e

= response

action/result/${extractorName

', pid, error)

i
equestcCallback, responseCallback)

Listing 1. Extraction template code snippet in the background script. Example of creating an Extraction Task
in the background context by defining request and response callback

of low-resource languages have had difficulty creating datasets
owing to a small number of webpages or a lack of experimen-
tal participants [12]. We used this framework to construct a
new webpage dataset in multiple languages [16]. In this dataset,
the webpages are annotated with recruited participants. They
are ordinary people who do not know about complicated web
technologies but can surely read webpages and recognize their
segments. We gathered webpages from eight languages (English,
Korean, Japanese, Chinese, French, Indonesian, Russian, and Ara-
bic from Saudi Arabian webpages) with a browser extension
based on the framework (Table 4). They annotated the wrapper
HTML elements in the title, menu, and main content.

We also implemented batch processes using the Extraction
and Evaluation templates to examine the performance of the
well-known methods on the multilingual dataset (Table 5). Each
method was measured using three preloaded metrics from the
evaluation template. The results demonstrated the performance
of the latest reader modes and boilerplate removal methods in

various regions and languages. For example, the high recall and
low precision of the LCS indicate that it extracted a larger main
content area than anticipated.

The low recall value in the matched text blocks of the DOM
Distiller resulted from the modification of adjacent blocks, that is,
(UL), (OL), and (DL). Thus, the matched text blocks are inappro-
priate for evaluating the methods that create new elements from
the original DOM structure. The IoU values indicate how each
method can extract a visible area, including images and videos.
For example, the low IoU value of Web2Text means it cannot
handle non-text HTML elements. A more detailed description of
the datasets is provided in the code repository.

5. Conclusions
We presented an open-source WebExtension-based frame-

work for webpage segmentation methods. Researchers and de-
velopers can extend this framework to build a tool for crawling
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chrome.runtime.onMessage.addListener((message,

const { taskName } = message

(_NAME_EXTRACTION) {

it (taskName

{ extractorName, id: pa message

xtractorName " me
onst r 11t

sendResponse

'

la®) {
extractWithMozilla(document

L
extractorName,
data: JSON.stringify(result),
pid: pageld
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r, sendResponse

name ")

Listing 2. Extraction template code snippets in the content script. Example of responding to the Extraction

Task request from the background context using Message Passing.
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Fig. 2. Framework demonstration: the experimentation process of the webpage segmentation methods for the main content. (a) Overview. (b) Detailed Example.
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evaluation": {
"auto": true
}
}
z
Fig. 3. Options page of the demonstration.
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Overview Prevention Symptoms
Console Issues X
Coronavirus disease (COVID-19) is an infectious disease caused by the SARS-CoV-2 virus. O ® "
top ¥ er

Most people infected with the virus will experience mild to moderate respiratory illness and recover without requiring special > = 6 messages INIF; atiernat
treatment. However, some will become seriously ill and require medical attention. Older people and those with underlying medical > © 6usermess w:i)]] ;\"’M 't”:y R
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T ation Ready
Anyone can get sick with COVID-19 and become seriously ill or die at any age. No wamings [INIT] Extraction Ready
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The best way to prevent and slow down transmission is to be well informed about the disease and how the virus spreads. Protect B Nowedon | >

yourself and others from infection by staying at least 1 metre apart from
hands or using an alcohol-based rub frequently. Get vaccinated when it'

The virus can spread from an infected person’s mouth or nose in small |

breathe. These particles range from larger respiratory droplets to smaller aerosols. It is important to practice respiratory etiquette,
for example by coughing into a flexed elbow, and to stay home and self-isolate until you recover if you feel unwell

Stay informed:
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Get User ID | Go to option to edit User ID
Tag selected HTML element as...

Main content | Navigation bar | Title | Login Form

others, wearing a properly fitted mask, and washing your
's your tur and follow local guidance

iquid particles when they cough, sneeze, speak, sing or

Fig. 4. DevTools in the Curation mode. The selected element (highlighted in blue) is tagged and sent to the server by clicking the buttons on the right panel.

and curating webpages and evaluating methods using various In particular, non-expert participants can easily contribute to

performance metrics in a browser environment.

Owing to WebExtension-based architecture,
enables researchers to collect and process we
existing or new dataset.

the dataset because they are already familiar with rendered web-
this framework pages on web browsers. Without background knowledge, such as
bpages in their DOM tree and CSS selectors, the WebExtension tool can provide
a WYSIWYG-style interface for handling webpage segments.
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Table 4

GoogleTrends and Baidu datasets.
Name URLs Saved Readable
GoogleTrends-2017 12720 390 285
GoogleTrends-2020 10560 388 240
GoogleTrends-2020-KR 296 43 21
GoogleTrends-2020-]P 450 47 24
GoogleTrends-2020-1D 900 50 31
GoogleTrends-2020-FR 1580 97 39
GoogleTrends-2020-RU 890 95 48
GoogleTrends-2020-SA 260 97 43
baidu-2020 (CN) 1990 193 53

Table 5

Performance evaluation results of preloaded methods and metrics. Keywords from GoogleTrends-2020 used, except on EN (2017 and 2020) and CN (Baidu 2020 year

keywords) datasets.

Readability.js DOM distiller

LCS-F1 block-F1 IoU LCS-F1 block-F1 loU

Precision Recall F1 Precision Recall F1 Precision Recall F1 Precision Recall F1
EN(2017) 761 .868 743 571 .686 580 581 .760 881 749 705 .289 339 581
EN(2020)  .796 .905 776 646 766 634 567 762 886 751 747 369 399 569
KR 783 905 784 514 511 511 527 831 813 753 .848 427 492 .667
113 585 988 662 429 625 448 512 753 921 742 .697 353 .365 .556
CN 757 939 787 525 540 519 .606 .862 962 .876 .869 613 .653 719
FR 736 911 729 531 673 534 475 793 879 757 730 239 294 517
SA .803 919 775 .630 751 .641 .602 .769 917 748 .760 414 420 523
ID .830 914 817 .640 .636 593 545 878 909 .837 820 263 316 737
RU .843 .887 773 721 729 .687 .664 .886 .882 812 .849 384 433 .655
Avg. 775 897 .760 .598 .698 595 574 784 891 .766 750 351 391 .592

BoilerNet Web2Text

Precision Recall F1 Precision Recall F1 IoU Precision Recall F1 Precision Recall F1 loU
EN(2017) .680 951 751 708 811 .696 529 564 939 .651 553 411 382 342
EN(2020) .684 952 748 .699 817 .680 .500 .600 959 677 .636 .810 .628 337
KR .846 952 .887 .898 .807 834 770 672 1.00 771 864 716 742 528
JP 459 .694 477 447 588 406 284 .663 946 714 701 .550 485 .597
CN .647 721 667 595 579 530 515 878 936 .889 873 722 756 783
FR .690 921 755 735 775 703 546 .644 996 739 .696 824 .679 405
SA .680 881 .696 .663 736 .605 444 .624 931 .690 740 .688 597 421
ID 843 963 853 849 681 684 711 694 1939 746 709 658 610 450
RU .780 940 828 763 .806 716 .640 .663 917 739 737 .703 .658 494
Avg. .689 922 745 702 779 671 528 621 948 .695 .647 .629 547 404

It is also beneficial in the visual representation of the dataset Acknowledgments
and result. Most webpages are designed to be rendered on web
browsers. Thus, even if researchers do not highly expert in web Funding

techniques, they can easily examine their data and segmentation
results on webpages rendered on browsers.

Our framework considers the scenario in that researchers con-
duct collaborative procedures with multiple participants. By dis-
tributing web extensions to participants and providing server
APIs, researchers can collect and manage data and segmentation
results from clients to a server. So, participants can collabo-
ratively experiment according to the web extension’s guidance
displayed on the browser with minimal pre-training. It relieves
the researchers’ burden to expand the scale of the experiment.
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