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Although volatile marketing spending, as opposed to even-level spending, may improve a brand’s financial
performance, it can also increase the volatility of performance, which is not a desirable outcome. This arti-

cle analyzes how revenue and cash-flow volatility are influenced by own and competitive marketing spending
volatility, by the level of marketing spending, by the responsiveness to own marketing spending, and by com-
petitive response. From market response theory, we derive propositions about the influence of these variables
on revenue and cash-flow volatility. In addition, we extend the Dorfman–Steiner theorem to derive the opti-
mal level and volatility of expenditures if volatility effects are taken into account. Based on a large sample of
99 pharmaceutical brands in four clinical categories and four European countries, we test for the empirical rele-
vance of the propositions and assess the magnitude of the different sources of marketing-induced performance
volatility. We find broad support for the predicted volatility effects. Volatility elasticities are significant and may
be as large as 1.10 for cash-flow variance with respect to marketing responsiveness. The findings imply that
common volatility-increasing marketing practices such as price promotions or volatile advertising plans may be
effective at the top line, but they could turn out to be ineffective after all costs are taken into account. Optimal
marketing volatility needs to trade off sales effectiveness and extra costs resulting from marketing volatility.

Keywords : revenue/cash-flow volatility; marketing volatility; econometric models; marketing metrics
History : Received April 14, 2012; accepted September 25, 2014, by Pradeep K. Chintagunta, marketing.

Published online in Articles in Advance February 13, 2015.

Introduction
To enhance sales impact, marketing practitioners
often deploy their resources in spending bursts, i.e.,
regimes characterized by on-again, off-again market-
ing actions, including advertising campaigns, sales
promotions, and new-product launches. Insofar as
the volatility in such marketing activities causes
demand/revenues and cash flows to become more
volatile, it may have unintended negative conse-
quences for the firm. Such effects may occur because
managers from different departments do not fully
appreciate the nature of demand volatility and inter-
pret demand shifts differently.

Consider the following example from the com-
puter industry (Hanssens 1998). The marketing man-
ager of a manufacturer brand orders a sales pro-
motion to stimulate lackluster demand. The dealer
interprets the temporary sales lift as a true market-
place demand shift and increases orders to boost
his inventory. The manufacturer’s supply chain man-
ager notices the sharp increase in orders and projects
that the manufacturer will quickly run out of stock.

Consequently, he adjusts production plans to avoid
potential stockouts. Because the promotion-induced
shift in sales was only of a temporary nature, the
firm may now face additional warehousing and
related costs. Similar examples have been described
for other firms such as automobile manufacturers
(Gottfredson and Aspinall 2005).

The increased demand volatility at the retail level
leads to the well-known bullwhip effect (e.g., Lee
et al. 1997), i.e., increasing demand volatility in the
supply chain from downstream echelons (retail) to
upstream echelons (manufacturing). The effect occurs
because information transferred in the form of orders
among members of a supply chain tends to be dis-
torted and may mislead upstream firms in their
inventory and production decisions. Lee et al. (1997)
showed that this effect is not due to a behavioral
anomaly but results from rational and optimizing
behavior of economic agents in a supply chain. Since
the effect amplifies as one moves upstream in the
supply chain, the volatility of orders or production
becomes larger than that of sales or demand caused
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by end customers, with serious cost implications.
Excess raw materials cost, additional manufacturing
expenses, excess warehousing, and additional trans-
portation costs may result in excess cost that may be
as large as 25% (Lee et al. 1997). As a consequence, a
marketing policy that stimulates not only the level of
sales but also its variance may increase these costs.

In addition, demand volatility creates challenges
for the management of limited resources such as
labor force, machine equipment, and storage capac-
ity. Opportunity costs arise because of unused capac-
ities in periods of lower demand. Extra costs result
from the overuse of resources as a result of equip-
ment wearout, an overworked labor force, extra com-
pensation for overtime, etc. In particular, employees
in departments associated with sales, customer ser-
vice, and order fulfillment are directly impacted by
demand fluctuations. Severe volatility may necessi-
tate frequent hiring, firing, and rehiring of employ-
ees, which is costly because of training and severance
pay. This will incur productivity losses as a result
of employee idleness in trough periods and supple-
mentary costs (e.g., payment for overtime) in peak
periods.

In addition to these observable economic effects of
demand volatility, there are also motivational conse-
quences. According to expectancy theory in organiza-
tional behavior (e.g., Steel and König 2006), worker
motivation and morale will be lower when employ-
ees fail to perceive a linkage between their personal
effort and the firm’s performance. Thus, if recurring
marketing-induced volatility in the firm’s revenue
streams cannot be remedied, nonmarketing employee
motivation and loyalty will suffer, which can be costly
for a firm. Additionally, if sales volatility results in
either the overshooting or undershooting of company
revenue targets, that will adversely affect the compen-
sation of salespeople and executives in the firm (Misra
and Nair 2011). Likewise, sales volatility may harm
the relationship between manufacturers and retailers
because it makes the order planning process more
difficult and may force the manufacturer to make
tough choices if orders exceed supply (Adelman and
Mersereau 2013).

Marketing volatility may also increase cash-flow
volatility, leading to higher opportunity costs and
greater financing costs. Consider an advertising plan
with alternating periods of high and low activity,
which results in demand and cash-flow peaks and
troughs. The negative consequences of such cash-flow
volatility have been well recognized in the finance
literature. In particular, a greater variability of cash
flows forces management to hold larger cash reserves
(Opler et al. 1999). In Online Appendix §A1 (avail-
able as supplemental material at http://dx.doi.org/
10.1287/mnsc.2014.2102), we demonstrate how a more

volatile spending plan of a given advertising budget
leads to extra financing costs because it requires mobi-
lizing more capital compared with an even-spending
plan. The illustrative example shows that, even though
revenues and cash flows are higher under the volatile
spending plan, the extra costs may outweigh the sales
advantage.

However, it should be noted that volatility is not
bad per se. If it is driven by an upward sales trend,
for example, then it might even be desirable. The
unexpected variation around the forecasted trend line
is the kind of volatility that is undesirable. By bet-
ter understanding the potential marketing sources of
such volatility, decision makers can reduce the uncer-
tainty around their sales and cash-flow predictions.

Marketing Literature
Revenue or cash-flow volatility has traditionally not
been of major concern to marketers. As long as mar-
keting managers are unaware of the potential neg-
ative effects of their marketing policies, they have
no incentive to reduce the resulting revenue and
cash-flow volatility. Thus, there may be a potential
conflict between sales-impact maximization (a typ-
ical marketing objective) and stable revenue and
cash-flow generation (typical operations and finan-
cial management objectives). The marketing literature,
however, is virtually silent about the potential per-
formance volatility induced by marketing-mix activ-
ities. To our knowledge, only two empirical studies
have addressed the relationship between marketing-
mix activities and revenue/cash-flow volatility to
date: Raju (1992) examines the drivers of category
sales variability and finds that the magnitude of dis-
counts is positively associated with sales volatility,
and Vakratsas (2008) shows that marketing-mix vari-
ables, including price, advertising, and distribution,
affect market-share volatility. Given that volatility in
sales and cash flows may have significant, unfavor-
able side effects, however, we need a deeper under-
standing of how marketing activities drive these per-
formance volatilities.

Contributions
This study focuses on the brand level and exam-
ines the effects of the volatility of marketing expendi-
tures, the level of marketing expenditures, and customer
responsiveness to marketing expenditures, both theoreti-
cally and empirically. Some of these relations are rel-
atively transparent; for example, more volatile spend-
ing and higher responsiveness should translate into
higher revenue and cash-flow volatility because of
the functional relationship between sales and market-
ing spending. However, Raju’s (1992) finding that a
higher frequency of promotional actions leads to lower
sales volatility is counter to this intuition. In our theo-
retical analysis, we show that the intuition is accurate
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for the single-firm scenario but not necessarily true
for a competitive scenario. Depending on the struc-
ture and intensity of competitive interaction, theory
predicts the reverse outcome found by Raju. Other
effects, such as the impact of the spending level on
cash-flow volatility, are not easy to predict without
a deeper theoretical understanding. In addition, we
develop results on the optimal spending level and the
optimal spending volatility under Nash competition
that extend the well-established Dorfman–Steiner the-
orem to the volatility case. Thus, our study provides,
to our knowledge, the first in-depth theoretical analy-
sis of the volatility effects of marketing spending pol-
icy under competition.

We test the predictions from theory with a large
data set of 99 pharmaceutical brands from four Euro-
pean countries and four categories. The pharmaceuti-
cal industry is especially relevant because marketing
expenditures are substantial and show high volatility.
Our empirical analysis makes two contributions. First,
it informs whether the predicted volatility effects hold
under real market conditions. Second, it enables us
to quantify the magnitude of these effects. For this
reason, we obtain elasticity estimates for the volatility
relations. Decision makers would only care about the
effects if they were of practical significance.

The remainder of the article is organized as fol-
lows. We first develop propositions about the effects
of marketing spending on brand performance volatil-
ity. Next, we describe our research methodology to
measure the effects in an empirical study. We present
empirical results and discuss the theoretical and man-
agerial implications of our findings. The article con-
cludes with a synthesis of the findings, limitations,
and suggestions for future research.

Theory
Our conceptual development is rooted in market
response theory. We start from the premise that
sales follow a concave relationship with market-
ing expenditures. A concave response function is
theoretically attractive because it implies diminish-
ing returns, which are a prerequisite for marketing
budget optimization. It is by far the most frequent
type of response function encountered in empirical
research (Hanssens et al. 2001). Since a concave log–
log response model also turns out to best represent
our data, our theory development is fully consis-
tent with the subsequent empirical analysis. Finally,
the results may be generalized to other types of
response, such as an S-shaped or a differential stim-
ulus response. Assuming rational, profit-maximizing
behavior, budgets only vary within the concave zone
of these functions, which is the only assumption we
make.

By varying conditions such as responsiveness to
marketing, we derive propositions on our focal
volatility variables. Specifically, we consider two mea-
sures of volatility: the variance and the range (i.e., the
difference between maximum and minimum values)
of marketing expenditures, revenues, and cash flows.
Variance is a common measure of variability, and we
will focus on this variable to derive our propositions.
Range is another useful metric of volatility, which
is often used in the finance literature (e.g., Alizadeh
et al. 2002).

Impact of Own Marketing on
Performance Volatility
We start the discussion of volatility effects with the
impact of own marketing spending behavior on the
volatility of revenues, followed by its effects on
the volatility of cash flows. Our general argument
is that the volatility, the average level, and the sales
responsiveness of marketing expenditures together
affect the volatility of revenues and cash flows. By
sales responsiveness, we mean the lift in sales that can
be associated with an increase in marketing expendi-
tures. It is measured by the slope parameter of the
response function.

In the theoretical analysis, we assume that both
own marketing and competitive marketing expendi-
tures influence sales. The impact of competitive mar-
keting on sales is measured by its cross effect. Because
of potential competitive interactions, there is a con-
nection between own marketing expenditures and
competitive expenditures that needs to be reflected in
the volatility analysis. The correlation between own
and competitive expenditures is the observable out-
come of this interaction. In addition, we assume that
the volatility of own marketing expenditures may
have an effect on sales. This effect models the poten-
tial benefits of volatile marketing expenditures.

Definitions and Assumptions. Let Q6MKT1CMKT1
Var4MKT57 measure unit sales that depend on own
marketing expenditures (MKT), the cumulative mar-
keting expenditures by competitors (CMKT), and the
variance of own marketing expenditures (Var4MKT)).
Note that Q is a nonlinear, twice-differentiable func-
tion with Q′4MKT5 > 0 and Q′′4MKT5 < 0, where
Q′ measures the marginal own-demand effect with
respect to MKT. Assuming profit maximization to-
gether with S-shaped response functions, as an exam-
ple, implies that firms operate in the concave part of
the response function. Hence, our assumption about
Q′′4MKT5 still holds. Let Q′

c measure the marginal
cross effect of competitive expenditures CMKT on
demand. This effect may be substitutive (Q′

c < 0)
or market-expanding (Q′

c > 0). Let � = Q′ · MKT/Q
denote the elasticity of sales with respect to own
marketing expenditures, and let �c = Q′

c · CMKT/Q
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be the cross elasticity with respect to competitive
expenditures.

Let Q′
Var6Var4MKT57≥ 0 measure the effect of expen-

diture volatility on sales. The marginal effect can be
positive or null depending on the type of response
function assumed. The literature on advertising puls-
ing proposes various demand specifications (e.g.,
S-shaped market response, differential stimulus) that
give rise to a positive effect of volatile marketing
spending on sales (e.g., Simon 1982, Freimer and
Horsky 2012). Our specification is very general in
that we do not make any assumptions about the spe-
cific demand conditions that lead to higher sales from
expenditure volatility. We assume diminishing returns
to scale, i.e., Q′′

Var6Var4MKT57 < 0, if the marginal effect
is strictly positive.1

Using a linear Taylor series approximation with
mean expenditures levels � and �c for own and com-
petitive expenditures, respectively, and � for an arbi-
trary variance level of own marketing expenditures as
expansion points gives

Q6MKT1CMKT1Var4MKT57

ûQ6�1�c1�7+Q′4�5MKT−Q′4�5�+Q′

c4�c5CMKT

−Q′

c4�c5�c+Q′

Var4�5Var4MKT5−Q′

Var4�5�0 (1)

Revenues (RV) and cash flows (CF) are given by the
following expressions:

RV=P ·Q6MKT1CMKT1Var4MKT571 (2)

CF= 4P−C5·Q6MKT1CMKT1Var4MKT57−MKT1 (3)

where P measures unit price and C denotes unit
cost. From Equation (1), together with (2) and (3), we
obtain the variance of revenues,

Var6RV4MKT1CMKT57

ûP 26Q′4�572Var4MKT5+P 26Q′

c4�c57
2Var4CMKT5

+2P 2�Q′4�5Q′

c4�c56Var4MKT5Var4CMKT571/21 (4)

and the variance of cash flows,

Var6CF4MKT1CMKT57

û 64P−C5Q′4�5−172Var4MKT5+4P−C52

·6Q′

c4�c57
2Var4CMKT5+24P−C52�Q′4�5Q′

c4�c5

·6Var4MKT5Var4CMKT571/21 (5)

where � measures the correlation between own
and competitive marketing expenditures. Note that,
although marketing expenditure volatility may

1 We note that these assumptions do not need to extend to
other firm decision variables such as research and development
expenditures.

impact sales, it has no relevance for deriving the
variance equations above. The variances of revenues,
cash flows, and marketing expenditures are based on
the same time span. Hence, there is no variation in
Var4MKT5.

From Dorfman and Steiner (1954), we know that the
profit-maximizing marketing budget must satisfy the
first-order condition MKT∗

= �∗4P − C5Q∗, where
the asterisk indicates that variables are at their opti-
mum. This relation also holds in a competitive Nash
equilibrium (Fischer et al. 2011), where �∗ and Q∗

reflect equilibrium values and depend on equilibrium
competitive expenditures as defined in (1). We will
use �∗, the optimal equilibrium mean expenditure
level, as a useful reference point in the subsequent
analysis. Let us also introduce �̃, the near-optimal
expenditure level that is derived from current param-
eter values according to

�̃= �4P −C5Q0 (6)

Fischer et al. (2011) show that, using this relation as a
periodic rule to determine the optimal budget under
Nash competition, �̃ quickly converges to the true
optimum. In addition, we use the coefficient of vari-
ation as a normalized measure of the volatility of
own and competitive marketing expenditures. They
are defined, respectively, as CV = SD4MKT5/� and
CVc = SD4CMKT5/�c, where CV denotes the coeffi-
cient of variation and SD the standard deviation.

Finally, we assume that unit profit contribution
and mean expenditure levels for own and com-
petitive marketing are always strictly positive, i.e.,
4P − C51�1�c > 0, and therefore Var4CMKT5 > 0 and
Var4MKT5 > 0. We also assume Q′4MKT5 6= 0 and
Q′

c4CMKT5 6= 0.

Effects on Revenue Volatility. We derive the fol-
lowing propositions on revenue volatility.

Proposition 1A. Ceteris paribus, a higher variance of
own expenditures increases the variance of revenues if
�CV >−��cCVc.

Proposition 1B. Ceteris paribus, a higher mean level
of own expenditures decreases the variance of revenues if
�CV >−��cCVc.

Proposition 1C. Ceteris paribus, a higher marketing
responsiveness increases the variance of revenues if �CV >
−��cCVc.

Proof. The proofs for these and all following
propositions, corollaries, and theorems are provided
in Online Appendix §§A2–A5.

Apparently, the postulated effects of revenue
volatility depend on the condition that �CV >
−��cCVc. Under competition, this condition does not
always need to be satisfied and may result in the
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surprising outcome that higher expenditure volatility
decreases the volatility of revenues. Whether or not this
situation arises depends on the type and intensity of
competitive interaction.

We note that there is always a positive effect on
revenue volatility if competitive behavior is accom-
modating (� < 0) and cross effects are substitutive
(�c < 0), or if competitive behavior is retaliatory
(counteractive) (� > 0) and cross effects are mar-
ket expanding (�c > 0). The reality in many com-
petitive markets, however, is that cross effects are
substitutive (�c < 0) and competitive interaction is
retaliatory (�> 0). A (counterintuitive) negative effect
on revenue volatility does occur in that situation if
−��cCVc >�CV. Competitive interaction is the reason
why a higher variance in own expenditures entails a
competitive reaction that may overcompensate for the
volatility induced by own expenditure volatility.

Effects on Cash-Flow Volatility. The results on
revenue volatility cannot be automatically transferred
to cash-flow volatility since an increase (decrease) in
revenues is also associated with an increase (decrease)
in costs.

Proposition 2A. Ceteris paribus, a higher variance of
own expenditures increases the variance of cash flows if
44�̃−�5/�̃52 >−�44�cCVc5/4�CV55.

Cash-flow volatility always increases if � = 0, i.e.,
if there is no competitive interaction. Consistent with
the effect on revenue volatility, however, a positive
effect on cash-flow volatility is not universally guar-
anteed under regular competitive conditions (� > 0
and �c < 0).

Corollary 1. Under regular competitive conditions
(� > 0 and �c < 0), there is always an expenditure level
close enough to the optimal Dorfman–Steiner level when
higher variance of own expenditures leads to a lower vari-
ance of cash flows.

This result can be explained intuitively from the
flat maximum principle (e.g., Tull et al. 1986); i.e., we
know that the cash-flow curve is flat around the opti-
mum. A large variation of marketing expenditures is
associated with only a small variation in cash flows.
Although cash-flow variance always increases if com-
petitors do not react, retaliatory behavior and substi-
tutive effects can overcompensate for changes in cash
flows if they are small, as is the case around the max-
imum. As a result, cash-flow variance decreases.

Proposition 2B. Ceteris paribus, the variance of cash
flows follows a U shape with higher mean levels of market-
ing expenditures if �CV >−��cCVc.

Mathematically, this proposition implies that the
first derivative of Equation (5) has a root, which

defines the minimum of cash-flow variance. In con-
trast to the variance of revenues, the relationship
between the variance of cash flows and the mean
expenditure level is no longer monotonic. The fol-
lowing corollary characterizes this relationship more
precisely.

Corollary 2. Under regular competitive conditions
(� > 0 and �c < 0), the variance of cash flows starts to
increase at a level lower than the optimal Dorfman–Steiner
level.

Interestingly, under regular competitive conditions,
the optimal Dorfman–Steiner level of marketing ex-
penditures is associated with lower variance in
revenues but higher variance of cash flows, com-
pared with a lower expenditure level. Note that
the Dorfman–Steiner theorem ignores the effects of
expenditure volatility on sales and costs. We extend
this theorem later and derive a different optimal mean
expenditure level. Corollary 2 still holds under these
conditions.

Proposition 2C. Ceteris paribus, a higher marketing
responsiveness increases the variance of cash flows if � <
�̃4�CV + ��cCVc5/4�CV5 and �CV > −��cCVc. For
�> �̃4�CV + ��cCVc5/4�CV5, the variance of cash flows
decreases with a higher marketing responsiveness.

Proposition 2C states that the effect of an increased
marketing responsiveness on cash-flow volatility
depends on the level of marketing expenditures.
In fact, this interaction effect with the level of market-
ing expenditures is nonmonotonic. Whereas cash-flow
volatility generally increases with higher marketing
responsiveness, this relation turns into the opposite
at a point close to the optimal expenditure level.
One explanation for this effect is that every addi-
tional dollar spent beyond the optimal level incurs a
loss. The loss, however, is less the greater the respon-
siveness of demand; i.e., the cash-flow function is
less steep. Therefore, (negative) cash flows vary to
a lesser extent with expenditures beyond the profit-
maximizing level if sales responsiveness is larger.

Impact of Competitive Marketing and Interaction
on Performance Volatility
We now turn our focus to two effects that arise from
competitive interaction. Specifically, we consider the
impact of the volatility of competitive expenditures
and the correlation between own and competitive
expenditures on revenue and cash-flow volatility.

Competitive-Expenditure Volatility. The effects of
competitive-expenditure variance are the same on
revenue and cash-flow variance. The conditions for
the direction of the effects, however, are different
depending on the type of cross effect. Specifically, we
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specify the following conditions under which both
Propositions 3A and 3B hold:

If �c < 0 and �cCVc <−��CV1 or3 (7a)

If �c > 0 and �cCVc >−��CV0 (7b)

Proposition 3A. Ceteris paribus, a higher variance of
competitive expenditures increases the variance of own
revenues.

Proposition 3B. Ceteris paribus, a higher variance of
competitive expenditures increases the variance of own cash
flows.

The effects of competitive-expenditure volatility
are symmetric to the effect of own-expenditure
volatility on revenue volatility (see Proposition 1A).
Whether the variance of revenues and cash flows
increases with higher competitive-expenditure vari-
ance depends on the strengths of demand-effective
volatilities and the type and intensity of competi-
tive interaction. If there is no interaction, i.e., �= 0,
we have the apparent result that volatility in our
focal variables always increases. It does not depend
on the direction of the cross effect because variance
itself has no directional meaning. The picture changes
when we consider a situation with competitive inter-
action. Under regular competitive conditions (�> 0
and �c < 0), both sides of inequality (7a) are positive.
It is not guaranteed that this inequality always holds.
Hence, there may be conditions when a greater vari-
ance in competitive expenditures in fact decreases the
variance of own revenues and cash flows, which is
counterintuitive but a direct implication of Proposi-
tions 3A and 3B.

How can we explain this finding? If own effect and
(substitutive) cross effect are in opposition to each
other, a retaliatory firm behavior may result in a com-
petitive reaction that overcompensates the volatility
induced by competitive-expenditure volatility. Such
an outcome is more likely to occur if the cross effect
is small relative to the own effect and if competi-
tive interaction is strong (i.e., � → 1). To see this,
reverse the inequality condition (7a) and rearrange it
to ��C �/� < �CV/CVC . A smaller ratio ��C �/� and a
larger � are more likely to satisfy this inequality.

Competitive Interaction. The propositions on the
effects of the correlation between own and compet-
itive marketing expenditures on revenue and cash-
flow volatility are identical.

Proposition 4A. Ceteris paribus, a stronger (positive)
correlation between own and competitive marketing expen-
ditures increases the variance of revenues if �c > 0. The
variance of revenues decreases if �c < 0.

Proposition 4B. Ceteris paribus, a stronger (positive)
correlation between own and competitive marketing expen-
ditures increases the variance of cash flows if �c > 0. The
variance of cash flows decreases if �c < 0.

Our last propositions state that an increase (de-
crease) in retaliatory (accommodating) competitive
behavior (d� > 0) increases the variance in revenues
and cash flows if cross effects are market expanding.
It decreases volatilities of the focal variables if cross
effects are substitutive. These results follow directly
from the properties of the response function. Substi-
tutive competitive expenditures, for example, reduce
own sales and therefore compensate an increase in
sales as a result of larger own expenditures. If com-
petitive expenditures follow own expenditures more
closely, i.e., � is higher, the compensation effect is
greater and variance in sales declines.

Table 1 summarizes our propositions on brand per-
formance variance. These propositions characterize
the performance volatility effects under general con-
ditions; i.e., we do not make any specific assumption
about the structure of demand, competition, or ratio-
nal firm behavior.

Optimal Mean Expenditure Level and Volatility
We now extend our analytical model to derive general
optimality conditions that account for performance
volatility effects. Following our previous analysis, we
adopt a theoretical modeling approach. Our theoret-
ical normative model represents the set of assump-
tions that we used to describe the marketing envi-
ronment at the outset and identifies conditions under
which the objective function is optimized. We assume
that the firm decides about its optimal marketing
spending policy, which we characterize in terms of its
mean, �, and variance, �2

MKT4
∧

= Var4MKT55. Although
our theoretical model may not inform about the exact
structure of the optimal spending plan, it does not
require specifying a particular demand function and
thus allows for truly generalizable results about the
optimality conditions.

Consistent with our introductory discussion of the
cost implications of performance volatility, we intro-
duce w, which measures the cost of one additional
unit of revenue variance, and r , which measures the
financing cost of one additional unit of cash-flow vari-
ance. We assume w and r to be constant. Thus, w
and r measure the marginal cost of revenue and cash-
flow volatility.

Assume that management wants to maximize
profit ç for its brand and sets the marketing budget
independently of its competitors by taking the com-
petitor budgets as given (Nash competition):

max
�1�2

MKT

ç = 4P −C5Q4�1�2
MKT1CKMT5−�

−w�2
RV − r�2

CF − f 1 (8)
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Table 1 Brand Performance Volatility Effects Under General Conditions

Effect on brand performance volatility

Because of 0 0 0 Variance of revenues Variance of cash flows

Higher variance of marketing expenditures Positive if �CV >−��cCV c ;
negative otherwise

Positive if
(

�̃−�

�̃

)2

>−�
�cCV c

�CV
;

negative otherwise
Higher level of marketing expenditures Negative if �CV >−��cCV c ;

positive otherwise
First negative, then positive (U form) if �CV >−��cCV c ;
positive otherwise

Higher marketing responsiveness Positive if �CV >−��cCV c ;
negative otherwise

Positive if �CV >−��cCV c and �< �̃4�CV + ��cCV c5/�CV ;
negative if �> �̃4�CV + ��cCV c5/�CV

Variance of revenues and
cash flows for �c < 0 Variance of revenues and cash flows for �c > 0

Higher variance of competitive marketing expenditures Positive if �cCV c <−��CV ;
negative otherwise

Positive if �cCV c >−��CV ;
negative otherwise

Stronger (positive) correlation between own and
competitive marketing expendituresa

Always negative Always positive

aWe note that, in reality, competitive reaction occurs with a certain time lag that may lead to divergent correlation structures. With quarterly data such as
ours, however, this effect vanishes, and we should observe a positive correlation if expenditures are synchronized.

where �2
RV and �2

CF denote variance in revenues and
cash flows, respectively, and f measures fixed cost.
The following first-order conditions need to be sat-
isfied in a competitive equilibrium (for details, see
Online Appendix §A4):

¡ç

¡�
= 4P −C5

¡Q

¡�
− 1 −

[

w+ rm

(

m+�Q1MKT
�MKT

�RV

)]

·
¡�2

RV

¡�
= 01 (9a)

¡ç

¡�2
MKT

= 4P −C5
¡Q

¡�2
MKT

− 4w+ rm25
¡�2

RV

¡�2
MKT

− r

(

1 −m�Q1MKT
�RV

�MKT

)

= 01 (9b)

where m measures the profit margin (in percent),
�Q1MKT represents the correlation between unit sales
and own marketing expenditures, and all other terms
are defined as earlier.

Note that MKT∗
= �∗ = �∗

Q1�4P − C5Q∗ defines the
classical Dorfman–Steiner (DS) solution for the opti-
mal marketing expenditure level, where the aster-
isk means that variables are at their optimum. Since
the classical theorem does not consider the effects
of expenditure volatility, there are no results on that
decision variable. Based on the conditions (9a) and
(9b), we can characterize the optimal mean expendi-
ture level and variance relative to the DS result. In the
following, we assume w> 0 and r = 0 when deriving
these optimality results. This assumption is not very
restrictive and helps to isolate the differences with
respect to the DS solution. Indeed, compared with the
increased cost due to revenue volatility, which may be
as large as 25% according to Lee et al. (1997), the pure

additional financing cost due to cash-flow volatility is
negligible.2 The essential insights do not change if we
relax this assumption. For the optimal mean expen-
diture level under volatile marketing spending, we
obtain the following general result.

Theorem 1.

�∗

4P −C5Q∗
= �∗

Q1�

︸ ︷︷ ︸

DS solution

−�∗

Q1�2
MKT

( �∗

�2
RV1�

�∗

�2
RV1�

2
MKT

)

︸ ︷︷ ︸

Volatility markup

0

The term �∗

Q1�2
MKT

measures the elasticity of sales
with respect to (w.r.t.) expenditure volatility, �∗

�2
RV1�

represents the elasticity of revenue volatility w.r.t. ex-
penditure level, and �∗

�2
RV1�

2
MKT

measures the elastic-
ity of revenue volatility w.r.t. expenditure volatility.
Note that �∗

Q1�2
MKT

is always greater than zero because
Q′4�2

MKT5 > 0. From Propositions 1A and 1B, it follows
that �∗

�2
RV1�

/�∗

�2
RV1�

2
MKT

< 0. Hence, we derive the follow-
ing proposition.

Proposition 5A. Provided that the impact of variance
of own marketing expenditures on brand sales is positive,
the optimal mean expenditure level is always higher than
the optimal Dorfman–Steiner level if the firm follows a
volatile marketing expenditure policy.

2 The illustrative example in Online Appendix §A1 implies that r ≈

00001 U.S. dollars. In addition, treasury management may try to
lower this cost even further by diversification. Given the optimal
expenditure variance for each brand, management could coordinate
the expenditure plans for the brands in a way that overall cash-flow
volatility is reduced.
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Theorem 1 is a generalization of the DS theorem
that takes the effects of volatile marketing spend-
ing, e.g., advertising pulsing, into account. If expendi-
ture volatility has no effect on sales, �∗

Q1�2
MKT

= 0, the
expression reduces to the classical DS solution. If
Q′4�2

MKT5 > 0, the optimal budget is always higher.
Various performance volatility effects define the mag-
nitude of the increase. Ceteris paribus, the increase
is higher when sales respond strongly to expendi-
ture volatility. The increase is smaller if this volatility
translates into higher revenue volatility. This influ-
ence, however, is alleviated by the responsiveness of
revenue volatility to the expenditure level. Interest-
ingly, the marginal cost of revenue volatility does not
play a role in determining the optimal budget accord-
ing to Theorem 1.

For the optimal level of expenditure volatility, we
obtain the following theorem and proposition.

Theorem 2.

4�2
MKT5

∗

=















4P −C5Q∗

w

( �∗

Q1�2
MKT

¡�2
RV/¡�

2
MKT

)

if ¡�2
RV/¡�

2
MKT > 01

0 otherwise.

Proposition 5B. Provided that the impact of own mar-
keting expenditures on brand sales is positive, a volatile
expenditure policy is always optimal if there is no com-
petitive interaction among firms. In all other cases, a
volatile marketing expenditure policy is only optimal if
�∗

MKT/�
∗
CMKT >−�∗4�∗

C/�
∗54�∗/�∗

C5.

Proposition 5B highlights that a volatile market-
ing expenditure policy is not optimal under all cir-
cumstances, even though sales may respond strongly
to expenditure volatility. Provided that expendi-
ture volatility positively impacts sales, firms should
always employ a volatile policy if there is no competi-
tive interaction. But if they actively compete with each
other, the resulting equilibrium budgets and expendi-
ture volatilities need to satisfy the condition in Propo-
sition 5B. Note that this condition is equivalent to the
condition in Proposition 1A. This, in turn, implies that
the counterintuitive negative effect of own expendi-
ture volatility on revenue volatility cannot occur in a
market where firms follow a rational Nash behavior.
We discuss further implications of optimal behavior
for the performance volatility effects in more detail in
the next section.

Theorem 2 also shows that the optimal variance in
own marketing expenditures increases with its rela-
tive impact on sales, but it decreases in the marginal
cost of revenue volatility and the marginal effect of
expenditure volatility on revenue volatility. It empha-
sizes our core message: volatile marketing spending

may offer an opportunity to increase sales effective-
ness. However, it is also important to consider the
extra costs of such behavior, which have typically
been ignored.

Effects on Brand Performance Volatility Under
Rational Firm Behavior
We now revisit the brand performance volatility
effects of Table 1 by assuming that firms follow
a rational, competitive Nash behavior (proofs are
provided in Online Appendix §A3). Table 2 shows
that the volatility effects can be quite different
from those derived under general conditions (see
Table 1). Higher own-expenditure variance and mar-
keting responsiveness always increase revenue volatil-
ity. A higher mean level of expenditures always lowers
revenue volatility. The counterintuitive finding that
greater own-expenditure volatility and higher respon-
siveness may reduce the variance of revenues is there-
fore not consistent with rational firm behavior.

We also note there are fewer restrictions on the
relations between expenditure level and responsive-
ness, respectively, and cash-flow variance. The rela-
tion between cash-flow variance and expenditure
level always follows a U shape. The direction of
the effect of responsiveness on cash-flow variance
depends on the expenditure level and always follows
an inverted U shape.

Consistent with the results under general condi-
tions, our competitor behavior variables impact the
variances of revenues and cash flows in the same
direction. A stronger correlation of own and com-
petitive expenditures decreases (increases) brand per-
formance volatility if the cross effect is negative
(positive). The direction of the effect of competitive
expenditure volatility also depends on the sign of the
cross effect. In addition, we need to consider the type
of competitive interaction. Most importantly, for sub-
stitutive (market-expanding) cross effects and retalia-
tory (accommodating) competitive interaction, perfor-
mance volatility may increase or decrease with higher
competitive expenditure volatility. Whether a nega-
tive volatility effect exists depends on the magnitude
of demand effects and the intensity of competitive
interaction. We note that this counterintuitive result
is fully consistent with rational firm behavior. In the
subsequent empirical analysis, we predict and find a
negative impact of competitive-expenditure volatility
on performance volatility.

Extension to Dynamic Sales Effects

Brand Performance Volatility Effects. We have
considered only static problems so far. However,
marketing expenditures frequently involve carryover
effects. The Nerlove–Arow (1962) model provides a
parsimonious but powerful way to model marketing
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Table 2 Brand Performance Volatility Effects Under Rational Firm Behavior

Effect on brand performance volatility

Because of 0 0 0 Variance of revenues Variance of cash flows

Higher variance of marketing expenditures Always positive Positive if
(

�̃−�

�̃

)2

>−�
�cCV c

�CV
;

Corollary 1 holds
Higher level of marketing expenditures Always negative Always first negative, then positive (U form);

Corollary 2 holds
Higher marketing responsiveness Always positive Always positive for low expenditure levels and negative for high levels

(inverted U form in expenditure level)

Variance of revenues and Variance of revenues and
cash flows for �c < 0 cash flows for �c > 0

Higher variance of competitive marketing expenditures �= 0 Always positive Always positive
� < 0 Always positive Positive or negative
� > 0 Positive or negative Always positive

Stronger (positive) correlation between own and competitive marketing expendituresa Always negative Always positive

aWe note that, in reality, competitive reaction occurs with a certain time lag that may lead to divergent correlation structures. With quarterly data such as
ours, however, this effect vanishes, and we should observe a positive correlation if expenditures are synchronized.

dynamics. Let S denote the brand’s own marketing
stock and SC the competitive marketing stock, respec-
tively, and let sales be expressed in terms of these
stock variables; i.e., Q6S1SC1Var4MKT57. The market-
ing stock in period t evolves according to the process:

St = �St−1 +MKTt1 with 0 ≤ �≤ 11 (10)

where � measures the carryover coefficient and all
other terms are defined as earlier. We assume the
same process for competitive expenditures, though
the carryover coefficient might be different. It is
straightforward to show that the structure of the vari-
ance Equations (4) and (5) does not change. The only
difference is that variances, means, and responsive-
ness parameters now refer to marketing stocks instead
of expenditures. For this reason, all propositions and
corollaries derived earlier still hold; they are just
expressed in stock quantities. Most importantly, they
also hold with respect to expenditures because the
mean, the variance, and the responsiveness of a mar-
keting stock are only a scaled version of the respec-
tive expenditure quantities (see Online Appendix §A5
for the proofs). For example, consider the variance of
own marketing stock:

Var4S5=
1

1 +�2 − 2��AR415
Var4MKT51 (11)

where �AR415 denotes the autocorrelation coefficient of
the stock variable.

Optimal Marketing Spending. It can also be
shown that the propositions on the optimal levels of
marketing expenditures and volatility do not change
under the assumption of a dynamic sales response
function. Given the process of goodwill accumulation

and depreciation, we assume that the firm maximizes
the discounted profit under Nash competition. The
optimal policy can be found by applying the calcu-
lus of variations to solve the dynamic optimization
problem (see Online Appendix §A5 for the proofs).

Whereas Theorem 2 does not change, the optimal
level of marketing expenditures needs to satisfy the
following condition (an extended form of Theorem 1):

�∗

long-term =
4P −C5Q∗�∗

Q1MKT

�+ d
︸ ︷︷ ︸

Dynamic DS solution

−

�∗

�2
RV1MKT

4P −C5Q∗�∗

Q1�2
MKT

4�+ d5�∗

�2
RV1�

2
MKT

︸ ︷︷ ︸

Dynamic volatility markup

1 (12)

where � measures the decay coefficient of the dif-
ferential equation for the marketing stock and d is
the discount rate. If �= 1 (there is no marketing car-
ryover) and d = 0 (no discounting), expression (12)
reduces to Theorem 1, the optimal expenditure level
of the static case. An extension to the Dorfman–
Steiner solution under dynamic profit maximization is
given by the first term. The second term measures the
markup if we take the effect of expenditure volatility
on sales into account (�∗

Q1�2
MKT

> 0). Again, the markup
results in a larger optimal budget under volatility con-
sideration compared with the Dorfman–Steiner solu-
tion. Hence, our major result from the static case
extends to the dynamic case.

Data
We use data from several pharmaceutical markets
to test our propositions and estimate the magnitude
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of the performance volatility effects under real mar-
ket conditions. Data on prescription drugs from two
therapeutic areas (cardiovascular and gastrointesti-
nal) that cover four product categories are avail-
able. Two categories, calcium channel blockers and
angiotensin-converting-enzyme inhibitors, comprise
drugs for the treatment of cardiovascular diseases.
Drugs in the two other categories, H2 antagonists and
proton pump inhibitors, are used in gastrointestinal
therapies. These four categories are among the largest
prescription-drug categories. They differ in their ther-
apeutic principles to treat diseases such as hyperten-
sion or acid-related gastrointestinal disorders. Data,
collected by IMS Health, are available on a quarterly
basis for a time period of 10 years (1987–1996) cov-
ering the growth and maturity phases of the ana-
lyzed categories. They include unit sales (normalized
over different application forms of the drug and trans-
formed into daily dosages by a brand-specific dosage
factor); revenues; and aggregate marketing expendi-
tures on detailing, journal advertising, and other com-
munications media. Detailing has the lion’s share in
expenditures with more than 90%. Hence, the insights
from our analysis focus on sales activities. Monetary
values are in 1996 U.S. dollars and have been deflated
by country-specific consumption price indices. The
data cover four European countries: France, Germany,
Italy, and the United Kingdom, and they comprise
16 product markets (four categories× four countries).
We analyze data on 99 brands, which were marketed
by 26 pharmaceutical firms.

Table 3 shows the descriptive statistics of the vari-
ables used in the estimation equations. Variable cor-
relations are provided in Online Appendix §A7. Rev-
enues average about $9.2 million per quarter, cash
flows are about $5.0 million, and average marketing
spending amounts to about $1.0 million. There is also
considerable variation in the data across brands and

Table 3 Descriptive Statistics (Period Is One Quarter)

Level variables Mean Std. dev. Volatility variables Mean Std. dev.

Unit sales in daily dosages (in 000’s) 171817 201392 Moving variance of adjusted revenues (in US$000’s) 715241430 4017641000
Revenues (in US$000’s) 91342 101400 Moving variance of adjusted cash flows (US$000’s) 313101330 1711861000
Cash flows (in US$000’s) 51022 61385 Moving variance of marketing expenditures (in

US$000’s)
1511134 3471868

Marketing expenditures (in US$000’s) 11053 872 Moving variance of competitive marketing
expenditures (in US$000’s)

213001460 215251510

Competitive marketing expenditures (in
US$000’s)

51008 31390 Moving range of adjusted revenues (in US$000’s) 31754 61749

Moving average of marketing expenditures (in
US$000’s)

960 732 Moving range of adjusted cash flows (in US$000’s) 21692 41383

Moving average correlation between own and
competitive marketing expenditures

0.35 0.40 Moving range of marketing expenditures (in
US$000’s)

854 756

Moving range of competitive marketing expenditures
(in US$000’s)

31675 21322

Notes. All variables are shown before the log-transformation used in estimation. All values are in 1996 dollars deflated by country-specific consumption price
index.

time, as indicated by the standard deviations and the
volatility measures in Table 3. Volatility is particu-
larly high with respect to marketing spending. Mov-
ing variance is about $151.1 million (or $0.4 million
in terms of standard deviation), and moving range
is about $0.8 million, virtually as high as the mean
spending. We report on the operationalization of these
variables subsequently. Plots of marketing spending
over time (not shown) reveal substantial volatility for
many brands in our sample.

A groupwise analysis provides the first evidence on
the validity of our theoretical findings (see Table 4).
For this purpose, we build two groups of brands with
either low or high values for our volatility driver
variables. A brand is assigned to the “low” (“high”)
group if the value for the respective variable is below
(above) the sample average. We perform t-tests on
the difference between group means that show that
the variance of revenues and cash flows differs sig-
nificantly (p < 0005) between the two groups for all
but one variable (level of marketing expenditures). For
example, the volatility of revenues and cash flows
is significantly higher in the group of brands with
higher expenditure volatility and with higher mar-
keting responsiveness. Revenue and cash-flow volatil-
ities are significantly lower in the group of brands
that face higher competitive expenditure variance and
stronger correlation between own and competitive
marketing expenditures.

The nature of these group differences is also sup-
ported by the correlation structure among the focal
variables (see Online Appendix §A7 for the correla-
tion table). The correlation of revenue variance and
cash-flow variance is significant and positive with
the variance of own marketing expenditures and the
magnitude of marketing responsiveness. By contrast,
the variance of competitive marketing expenditures
and the correlation between own and competitive
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Table 4 t-Test Results on Differences Between Group Means in Thousands of U.S. Dollars

Group means for variance of revenues Group means for variance of cash flows

Expected Difference Difference
difference Lowa Higha (p-value) Lowa Higha (p-value)

Variance of marketing expenditures Low < High 116721517 413311894 00000 7071447 210991758 00000
Level of marketing expendituresb Low > Highc 214551130 119341147 00107 110371391 110071937 00830
Marketing responsiveness Low < High 118391206 317081319 00000 8761018 115131152 00001
Variance of competitive marketing expenditures Low > Highd 119971245 113041307 00000 9071069 6601641 00004
Correlation between own and competitive Low > Highe 311311701 115871563 00000 114471002 6841286 00000

marketing expenditures

Note. The test for difference between group means is based on two-sided t-tests that correct for unequal group variances if necessary.
aBrands are assigned to the low (high) group if their mean for the respective predictor variable, e.g., variance of marketing expenditures, is below (above)

the sample mean. Reported cell values reflect the group mean of the respective criterion variable, e.g., variance of revenues.
bLevel of marketing expenditures was divided by the mean level of unit sales for a brand to account for brand size effects.
cBecause the relationship between cash-flow variance and the level of marketing expenditures is nonmonotonic (inverted U shaped), we cannot make a

prediction. Rather, we expect no difference between group means.
dFollowing Propositions 3A and 3B, the predicted sign depends on sample characteristics such as the relation between own and cross effects, which were

estimated.
eFollowing Propositions 4A and 4B, the predicted sign requires that cross effects are substitutive, which is consistent with our estimate from the brand sales

model.

marketing expenditures correlate negatively with the
variance of revenues and cash flows, respectively.

Overall, the findings from this model-free analysis
are fully consistent with our results from the theoreti-
cal analysis, which requires the knowledge of the sign
and magnitude of cross effects and other quantities
that we need to estimate from our sample. We report
on these results below.

Methodology
To test Propositions 1A–4A and quantify the magni-
tude of performance volatility effects under real mar-
ket conditions, we estimate two types of models: (1) a
brand sales model and (2) a volatility model. The
brand sales model is an auxiliary model that provides
input for the volatility model, which we eventually
use to test our propositions.

Step 1. We apply the brand sales model to our sam-
ple and estimate sales effects of own and competitive
marketing expenditures. Together with other sample
characteristics, these sales effects help predict the per-
formance volatility effects. In principle, we could use
the calibrated brand sales model to test our proposi-
tions. However, this test is not very powerful, because
using the estimated response coefficients results in
predictions for volatility effects that are subject to
large standard errors.

Step 2. We therefore set up volatility models for
revenues and cash flows that directly measure the
postulated performance volatility effects. Specifically,
we regress both revenue and cash-flow volatility
on our focal predictor variables such as marketing-
expenditure volatility. The estimated response coeffi-
cients from these models provide the basis for test-
ing our propositions. Estimation results from the first

step are incorporated into the volatility models in two
ways. First, the responsiveness estimates are used as
predictor variables. Second, we use the brand sales
model to remove the effects of exogenous factors such
as seasonality and trend from the brand sales time
series. Such factors are outside the control of man-
agement and are therefore not relevant for the study
of marketing spending impact on volatility. Brand
expenditures are not subject to trend or seasonality, as
revealed by specification tests.

Market Response Model

Specification. Following recent research on phar-
maceuticals (e.g., Fischer and Albers 2010), we specify
a log–log sales response model for each of the two
therapeutic areas (cardiovascular drugs and gastroin-
testinal drugs). Let sales of drug i ∈ Ik (with Ik as
a country-specific index set) in country k ∈ K (with
K = 4) and in period t ∈ Ti (with Ti as brand-specific
index set) be defined as follows:

lnQikt = �0ik +�1ik lnMKTikt +�2ik lnMKTikt−1

+�3k lnCMKTikt +�4k lnCMKTikt−1

+�5k lnGDPkt +�6kETikt

+

K
∑

l=1

H−1
∑

h=1

�lhSEDht ×CTYlk +uikt1

with uikt = �1uikt−1 +�2uikt−2 +�ikt1

and �ikt i.i.d. N401�2
�51 (13)

where GDP measures the gross domestic product, ET
denotes the elapsed time since launch of the brand,
SED is a quarterly seasonal dummy variable, CTY is
a country dummy variable, and all other terms are
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defined as earlier. The disturbance term u shows an
autoregressive structure of second order, where � is
an autocorrelation coefficient, and � is a white-noise
error term with zero mean and variance �2

�; Á and Â
are parameter vectors to be estimated.

We tested several alternative response models such
as a linear model and a semi-log model. We also
estimated an S-shaped model that allows for satura-
tion and extended our log–log model by a differen-
tial stimulus variable that captures any extra demand
lift as a result of expenditure volatility (Simon 1982).
Based on the Schwartz information criterion and
the Davidson–MacKinnon comparative test (Greene
2006), we find that specification (10) best represents
our data.

Our brand sales model includes variables that
are relevant to the international markets over the
10-year sample period. Specifically, it incorporates
own and competitive marketing expenditures, includ-
ing lagged effects. To account for substitution effects
across categories within a therapeutic area, we treat
brands from other categories as competitors. The coef-
ficients associated with previous quarter’s own and
competitive marketing expenditures capture lagged
effects. This is consistent with prior findings that
pharmaceutical marketing effects unfold over six
months (Mizik and Jacobson 2004). In addition, sea-
sonal dummies are used to capture sales dynam-
ics, a trend variable (elapsed time since launch of
a brand) is added to control for life-cycle effects, a
country’s GDP is used as a proxy of the overall eco-
nomic condition of a country, and finally, the autore-
gressive error term is added to capture inertia in
sales (Hanssens et al. 2001). We also tested alternative
dynamic specifications, such as the use of lagged sales
in (13). We report on these results later. We account for
brand heterogeneity in demand (e.g., quality, brand
equity, order of entry) by estimating brand-specific
fixed effects. Distribution and price are not relevant
variables in our context. In the European countries
covered by our data, pharmacies are required to list
every approved drug, resulting in 100% distribution
for the drugs in our sample. Prices were highly regu-
lated during the observation period and therefore not
used as a tactical marketing instrument. For prices,
there is only meaningful cross-sectional variation cap-
tured by the brand-specific fixed effects.

Estimation and Endogeneity Issues. We estimate
the brand sales model (13) with generalized least
squares (GLS) to account for the specific error struc-
ture. We also test whether marketing expenditures
can be treated as exogenous variables. If not, esti-
mates will be biased, and alternative estimators such
as instrumental variables (IV) estimators should be
employed. The drawback of the IV estimator is that it

yields less efficient results and thus reduces the power
of our tests.

The endogeneity of marketing expenditures could
have several sources. A main source is the allo-
cation of scarce marketing resources across brands
at the portfolio level. Larger and more responsive
brands tend to attract more marketing resources.
In our empirical design, we effectively control for
this endogeneity source by specifying brand-specific
fixed effects. Since this may not be sufficient, we
also apply the Hausman–Wu test to our brand sales
model. The test requires the use of instrumental vari-
ables. We considered cost-side instruments but were
not able to obtain data for our observation period
dating back 25 years. Following Azoulay (2002), we
use the cumulative expenditures on a brand in coun-
tries other than the focal country as an instrument
that identifies the potentially endogenous expenditure
variable. Brand expenditures across countries are cor-
related because of allocation decisions by the firm.
But expenditures in one country should not impact
the demand for a drug in a different country.

The validity of an instrument rests on the assump-
tion that it is strongly correlated with the endogenous
variable but not with the error term. We check for this
in various ways. First, R2 for the first-stage regres-
sions is high (on average, R2 > 0040), and the F -value
exceeds the threshold of 10 in seven of eight mar-
kets, suggesting that our instrument is strong (Greene
2006). Second, we acknowledge that our identify-
ing assumption holds only if there are no com-
mon demand shocks for a brand across countries.
The introduction of competitive brands could be a
source for such a demand shock. During our observa-
tion period (1987–1996), firms usually used a waterfall
strategy and introduced new drugs, country by coun-
try, with substantial delays. Hence, common demand
shocks are unlikely to result from this source. In
addition, we applied the Box–Jenkins procedure to
decompose brand demand in other countries into its
time-series components and isolate demand shocks.
Neither the cross-country correlations of these shocks
nor the correlations with the endogenous variables
and instruments were significant. Third, since we
can never be sure whether the exclusion restriction
holds, we apply the procedure by Conley et al. (2012)
to check for the sensitivity of IV estimation results
when this restriction is relaxed. We find highly sta-
ble estimates for a wide range of relaxations, which
strengthens our confidence in the validity of the cho-
sen instrument.

Based on the results of the Hausman–Wu test, we
cannot reject the assumption of exogenous marketing
expenditures in any of the eight markets. Hence, we
apply GLS to the data to avoid a loss in efficiency that
would result from using IV estimation. Note that the
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same applies to the volatility models because endo-
geneity there arises only from endogeneity in brand
sales models.

Volatility Models

Structural Equations. Let V 4REV5 denote the vol-
atility of revenues measured in terms of either vari-
ance or range, let V 4MKT5 represent the volatility
of own marketing expenditures, let A4MKT5 be the
average level of own marketing expenditures, let
V 4CMKT5 denote the volatility of competitive market-
ing expenditures, let CORR represent the correlation
between own and competitive marketing expendi-
tures, let RESP denote total marketing responsiveness
(= �1ik +�2ik), let X denote a vector including the
remaining variables of the brand sales model as spec-
ified in Equation (13) (i.e., brand-fixed effects to con-
trol for order of entry, quality, etc., trend, seasonality,
and GDP as a surrogate for general demand), let Ã be
a parameter vector to be estimated, and let � be an
error term with variance �. Omitting brand, country,
and time subscripts for the moment, we specify the
revenue volatility model as follows:

V 4REV5 = �0V 4MKT5�1A4MKT5�2V 4CMKT5�3

· exp4�4CORR+�5RESP+ XÃ+ �51

with � ∼ N401 �50 (14)

We assume the relationship between revenue
volatility and its drivers to be multiplicative. Thus the
variables interact with each other, consistent with the
results from the theoretical discussion. The correla-
tion between own and competitive marketing expen-
ditures and the estimated marketing responsiveness
parameter appears as part of an exponential func-
tion because they may become negative. The parame-
ters �1−3 can be directly interpreted as elasticities and
facilitate the comparison of volatility drivers. We sub-
sequently describe how we transform the data set to
remove the X-variables and unobserved effects that
are reflected by a brand-specific constant, which are
not the focus in this study.

Since cash flows are constructed from revenues and
costs, revenue volatility enters the cash-flow volatility
equation:

V 4CF5 = �0V 4REV5�1V 4MKT5�2A4MKT5�3

· exp6�4A4MKT5+ �71

with � ∼ N401�51 (15)

where V 4CF5 denotes the volatility of cash flows, Ä is
a parameter vector to be estimated, and � represents
an error term with variance �. The effects of com-
petitive marketing expenditure volatility, competitive

reaction, marketing responsiveness, and X-variables
on cash-flow volatility are mediated through revenue
volatility. In addition, revenue volatility mediates the
impact of own expenditures. Since own expenditures
also enter the cash-flow equation as cost, we expect an
additional direct effect on cash-flow volatility. Finally,
note that specification (15) allows for a U-shaped
influence of the level of marketing expenditures on
cash-flow volatility, consistent with Proposition 2B.
This situation occurs if �3 < 0 and �4 > 0. We further
allow the error terms to be correlated across the two
Equations (14) and (15).

Data Transformation. By using the estimates of the
brand sales model, we remove the effects of exoge-
nous market factors such as seasonality, trend, and
overall economic condition (measured by the GDP),
and we derive an adjusted unit-sales time series for
each brand. We multiply the unit sales with the
brand’s unit price and arrive at adjusted brand rev-
enues. We then multiply the adjusted revenues by a
cash contribution margin of 85% that is typical for
original prescription drugs. From these gross cash
flows, we subtract the marketing expenditures and
arrive at the final variable of adjusted brand cash
flows.

The volatility of the adjusted revenues and cash
flows is measured by the variance or range of these
quantities over a time period of eight quarters. Con-
sequently, we use the first two available years of sales
for each brand as an initialization period. We com-
pute the volatility measure of the subsequent period
by dropping the first period and including the infor-
mation of the following period. We continue until the
end of the brand-specific time series and thus obtain a
time series of moving volatility measures of adjusted
revenues and cash flows (moving-window analysis).
This procedure is also applied to compute moving
volatilities for own and competitive marketing expen-
ditures and the moving average of own marketing
expenditures. We denote moving volatilities as MV
and moving averages as MA.

The application of moving-window analysis is well
established in the accounting literature (e.g., Kothari
2001) and is justified for two reasons. First, it increases
sample size and therefore improves the power of sta-
tistical tests. Note that observations are inevitably lost
because of the calculation of the volatility measures.
Second, it accounts for possible dynamic effects. Cap-
ital markets research has shown that it often takes
some time until economic effects have fully material-
ized in earnings volatility.

Estimation Equations. The use of moving win-
dows is helpful to increase the power of statisti-
cal tests due to the increase in degrees of freedom,
but it is also likely to generate serially correlated
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errors in the time series of adjusted revenues and
cash flows. We therefore transform expressions (14)
and (15) into a series of relative differences. By tak-
ing the total differentials of the log-transformed Equa-
tions (14) and (15), we obtain the following (see
Online Appendix §A6 for details).

ãMV4AREV5ikt
MV4AREV5ikt−1

= �1
ãMV4MKT5ikt
MV4MKT5ikt−1

+�2
ãMA4MKT5ikt
MA4MKT5ikt−1

+�3
ãMV4CMKT5ikt
MV4CMKT5ikt−1

+�4ãMA4CORR5ikt +ã�ikt1 (16)

ãMV4ACF5ikt
MV4ACF5ikt−1

= �1
ãMV4AREV5ikt
MV4AREV5ikt−1

+ �2
ãMV4MKT5ikt
MV4MKT5ikt−1

+ �3
ãMA4MKT5ikt
MA4MKT5ikt−1

+ �4ãMA4MKT5ikt +ã�ikt1 (17)

where

MV4AREV5ikt = Moving volatility of adjusted
revenues of brand i in country k
and period t

MV4MKT5ikt = Moving volatility of marketing
expenditures of brand i in country k
and period t

MA4MKT5ikt = Moving average of marketing
expenditures of brand i in country k
and period t

MV4CMKT5ikt = Moving volatility of marketing
expenditures of brand i’s
competitors in country k and
period t

MA4CORR5ikt = Moving average correlation between
own and competitive marketing
expenditures of brand i in country k
and period t

MV4ACF5ikt = Moving volatility of adjusted cash
flows of brand i in country k and
period t

ã= First-difference operator

Equations (16) and (17) represent the original Equa-
tions (14) and (15), respectively, in terms of relative
differences. Unlike absolute differences, this represen-
tation not only removes brand-specific fixed effects
and reduces serial correlation but also controls for
brand-size effects. For example, bigger brands are
expected to have larger absolute changes in revenues,
cash flows, and marketing spending.

Equations (16) and (17) establish an equation sys-
tem with possibly correlated errors across equations.
Revenue volatility is the only endogenous variable
occurring on the right-hand side of Equation (17).
Thus, the system is recursive, and GLS, which allows
for cross-equation error correlation, provides efficient
estimates (Zellner 1962). Since first differencing may
not completely remove serial correlation, we also
allow for equation-specific autocorrelation coefficients
in the variance–covariance matrix.

The first-differencing procedure eliminates the
time-invariant marketing responsiveness variable
that is part of the revenue volatility model (14).
To measure its influence, we linearize (14) first via
log-transformation and then build a cross-sectional
regression model by obtaining averages of all time-
varying variables. The resulting equation can be esti-
mated with ordinary least squares (OLS). However,
the marketing-responsiveness parameters of the first
stage are measured with sampling error that vanishes
in the limit. As a consequence, OLS estimates from the
second-stage regression will be consistent, but their
standard errors may be biased (Murphy and Topel
1985). Following Nijs et al. (2007), we obtain corrected
standard errors by a bootstrapping procedure with
10,000 replications. First differencing also eliminates
brand-specific factors such as quality that may explain
different volatility levels among brands. Note that,
together with the procedure to adjust revenues, we
have therefore completely removed the impact of the
X-variables of Equation (14) in our final estimation
equations.

Results
Brand Sales Model
The log–log brand sales model describes sales evolu-
tion in the markets well. The average total market-
ing elasticity equals 0.10. If weighted by relative stan-
dard errors to account for estimation uncertainty, it is
0.19, which is well in line with reported results (e.g.,
Fischer and Albers 2010). Albeit small, the impact of
competitive marketing activities is negative, with a
mean value of −0001. In general, there is substantial
variation in the marketing responsiveness estimates,
which we use as a predictor in our volatility models.
In particular, there are several brands/markets that
face market-expanding cross effects. Recall that we
use the total effect, which is the sum of current and
lagged marketing responsiveness.

Volatility Models
Table 5 shows the estimation results for the rev-
enue and cash-flow volatility models by using
either (adjusted) variance or range as the dependent
variable. Our focal predictor variables explain a sub-
stantial part of variance in observed (i.e., unadjusted)
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Table 5 Estimation Results for the Volatility Models

Revenue volatility Cash-flow volatility

First-difference model Cross-sectional model First-difference model
Expected

sign Variance Range Variance Range Variance Range

Constant — −110120 −60537 —
490705 4408835

Volatility of revenues + — — 10359∗∗∗ 10155∗∗∗

4000295 4000185
Volatility of marketing expenditures + 00273∗∗∗ 00101∗∗∗ 10926∗∗∗ 20214∗∗∗ 00535∗∗∗ 00227∗∗∗

4000245 4000245 4006995 4008195 4000325 4000235
Level of marketing expenditures − −00245 00139 −10988a1∗∗∗ −100084151∗∗∗ −20042∗∗∗ −00307∗∗∗

4002375 4000765 4006655 4003275 4003695 4000795
exp(Level of marketing expenditures) + — — 00003∗∗∗ 00001∗∗∗

4000015 4000005
Volatility of competitive marketing expenditures − −00006 00018 −00222∗ −00449∗ —

4000235 4000205 4001435 4002855
Correlation between own and competitive marketing − −00262∗∗∗ −00066∗∗ −20337 −10019 —

expenditures 4000955 4000265 430195 4104815
Marketing responsiveness + — 80110∗∗ 30974∗∗ —

440755 4200785
Variance explained in estimation/Holdout samplesb 0.245/0.202 0.339/0.215 0.689/0.209 0.726/0.277 0.724/0.585 0.771/0.721
Total no. of observations 2,104 99 2,104

Notes. Standard errors are in parentheses. A one-sided t-test applies to unidirectional expectations; two-sided t-tests apply otherwise.
aLevel of marketing expenditures was divided by the mean level of unit sales for a brand to account for brand size effects.
bVariance explained in estimation is the variance in log-transformed focal volatility explained by predictor variables. The estimation sample includes 80%;

the holdout sample, 20% of cases.
∗p < 0010; ∗∗p < 0005; ∗∗∗p < 0001.

revenue and cash-flow volatility in estimation and
holdout samples, underlining the relevance of mar-
keting activities for performance volatility. To form
holdout samples, we excluded the last four quarters
(20% of the total cases) in the first-difference models
and the last 20 brands (20% of cases) in the cross-
sectional model.

In the following discussion, we focus on vari-
ance as a volatility measure and on the results from
first-difference models. Since the effect of marketing
responsiveness, which does not vary within but across
brands, can only be estimated by a cross-sectional
model, we also report on the results of the cross-
sectional regression model. This model includes time-
invariant control variables, such as order of entry,
quality, average price, and average time in mar-
ket. These controls, however, do not add explana-
tory power to the model (F4189 = 00158, p > 0010).
We note that, because of the missing time variation
and the substantially lower number of observations in
this model, the effects for the time-varying variables
should be interpreted with caution.

According to Propositions 1–4, the direction of
volatility effects depends on estimated demand pa-
rameters (own and cross effects) and the correla-
tion and volatility of own and competitive marketing

expenditures. We use the sample means of these quan-
tities, together with the general conditions in Table 1,
to make predictions about the direction of the effects.
These predictions hold for the average brand in our
sample. They may be different for a specific brand
depending on its set of parameter values.

We first discuss estimates from the revenue volatil-
ity model and then turn to the cash-flow volatility
model. The volatility of marketing expenditures, mea-
sured by their variance, increases the volatility of rev-
enues and supports our first prediction, with an esti-
mated elasticity of 0.273 (p < 0005).

The first-difference model also supports our second
prediction on the influence of the level of marketing
expenditures on revenue volatility, but the coefficient
is not significant at p < 0005. We obtain a signifi-
cant negative effect from the cross-sectional regres-
sion (−1099, p < 0005). Note that this variable has been
divided by average brand unit sales to control for
brand-size effects. The effect comes out stronger in a
pure cross-sectional regression.

Marketing responsiveness drives revenue volatil-
ity (8.11, p < 0005), supporting our third prediction.
The associated elasticity of 0.811 (= 8011 × 0010) is
substantial. The correlation of own and competitive
marketing expenditures shows a significant negative
effect on revenue volatility (−00262, p < 0005). Since
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the average cross effect is small but negative, i.e.,
�C < 0, this finding is consistent with our prediction
(see Table 1).

We find evidence for a negative effect of the volatil-
ity of competitive marketing expenditures on revenue
volatility. The effect, however, is only marginally sig-
nificant in the cross-sectional regression (−00222, p <
0010). This result may seem counterintuitive, but it
is fully consistent with our theoretical analysis under
both general conditions and rational firm behavior.
Since we have a substitutive cross effect (�C < 0), on
average, a negative performance volatility effect arises
if �CCVC > −��CV. The estimated average cross and
own effects in our sample are −0001 and 0.10. Using
these values and further sample information from
Table 3, we verify that −0001 × 00303 > −0035 × 0010
× 00369.

As expected, revenue volatility is an important
driver of cash-flow volatility, with an elasticity of 1.36
(p < 0005). Its lower boundary value is the squared
profit margin, which would be achieved if cash flows
consisted only of revenues multiplied by the profit
margin. The direct effect of the volatility of market-
ing expenditures is positive and significant, with a
value of 0.535 (p < 0005). This coefficient represents
the volatility effect resulting from the cost compo-
nent of marketing expenditures. To fully evaluate the
predicted effect of expenditure volatility on cash-flow
volatility, we need to consider the total effect.

Table 6 displays the total effects in terms of elas-
ticity, which facilitates the interpretation and compar-
ison of the magnitude of effects. The total effect of
expenditure volatility on cash-flow volatility amounts
to 0.906 (= 1036 × 00273 + 00535; p < 0005). Hence, we

Table 6 Total Effects in Terms of Elasticity (When Applicable)

Expected sign Revenue volatility Cash-flow volatility

Dependent variable variance
Variance of marketing expenditures + 00273∗∗∗ (0.024) 00906∗∗∗ (0.070)
Level of marketing expendituresa − −00245 (0.237) −20375∗∗∗ (0.490)
exp(Level of marketing expenditures)a + — 00003∗∗∗ (0.001)
Marketing responsivenessb + 00811∗∗ (0.474) 10102∗∗ (0.645)
Variance of competitive marketing expenditures − −00006 (0.023) −00009 (0.031)
Correlation between own and competitive marketing expendituresb − −00090∗∗∗ (0.033) −00123∗∗∗ (0.045)

Dependent variable range
Range of marketing expenditures + 00101∗∗∗ (0.024) 00344∗∗∗ (0.051)
Level of marketing expendituresa − 00139 (0.076) −00147 (0.118)
exp(Level of marketing expenditures)a + 00001∗∗∗ (0.000)
Marketing responsivenessb + 00397∗∗ (0.208) 00459∗∗ (0.240)
Range of competitive marketing expenditures − 00018 (0.020) 00021 (0.023)
Correlation between own and competitive marketing expendituresb − −00023∗∗∗ (0.009) −00026∗∗∗ (0.010)

Notes. Standard errors (approximated) are in parentheses. Results are based on first-difference models except for marketing responsiveness, which is based
on cross-sectional models.

aFor cash-flow volatility, results reflect parameters of a nonmonotonic function, not elasticities.
bElasticities are not constant and are evaluated at sample means for both responsiveness and expenditure correlations.
∗∗p < 0005; ∗∗∗p < 0001.

find strong support for our prediction. Interestingly,
this elasticity is more than three times higher than
that for revenue volatility. We also find strong sup-
port for the expected U-shaped influence of the level
of marketing expenditures on cash flows (−20375, p <
0005 and 0.003, p < 0005; see Table 6). The direction
of the influence of marketing responsiveness on cash-
flow volatility is also consistent with our prediction.
Its elasticity is high, with a value of 1.10 (p < 0005).
The volatility effect of the volatility of competitive
marketing expenditures is not significant, which may
be because the estimated cross effects are rather small
and not uniform in sign across all categories. We find,
however, support for the expected cash-flow volatility
effect of the correlation of own and competitive mar-
keting expenditures, although the associated elasticity
is modest (−00123, p < 0005).

Both Tables 5 and 6 show the results for models
when we take range instead of variance as a volatility
measure. Overall, the results are consistent with the
results using variance as a volatility measure.

Robustness of Findings
We performed several analyses to verify the robust-
ness of these results. First, we varied the window of
the volatility measures. Instead of 8 quarters we com-
puted volatility measures based on 4 and 12 quarters.
The results were similar but model fit deteriorated,
underlining that the eight-quarter window is the best
choice for our data set. Second, we created volatil-
ity variables that do not overlap over time periods.
For example, the first observation of an eight-quarter-
based variance variable includes the first eight quar-
ters, the second observation is based on the subse-
quent eight quarters, and so forth. This procedure
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reduces the sample size to only 292 observations. The
results did not change materially, though the standard
errors increased. Third, we used the original instead
of adjusted time series for revenues and cash flows
to compute volatility measures based on eight-quarter
windows. The results are in line with the results from
using adjusted time series. However, the standard
errors are higher, which is likely due to the increased
noise from exogenous market factors. Fourth, we cal-
culated revenue volatility elasticities based on the
estimated demand parameters and Equation (4), i.e.,
without estimating the separate Equation (16). It turns
out that these elasticity estimates are associated with
relatively high standard errors. The results are basi-
cally the same as those obtained from (16) and shown
in Table 6. None of the differences is statistically sig-
nificant, probably because of the sampling error. Fifth,
we estimated various dynamic model alternatives by
including lagged sales into (13). Specifically, we esti-
mated four models that included lagged marketing
expenditures (in addition to current expenditures) or
did not, where errors are assumed to be serially corre-
lated or not. Depending on the error specification, the
model is consistent with the notion of a partial adjust-
ment model or a Koyck model (Hanssens et al. 2001).
These model variants turned out to be inferior to our
suggested model (13) in terms of model fit, estima-
tion efficiency, and other criteria. The classical Koyck
model was the best-performing alternative. In fact,
the estimated own and cross effects from this model
are very close to the estimates obtained with (13).
Estimated marketing effects differ by less than 12%
in terms of the mean absolute percentage deviation.
Further details are provided in Online Appendix §A7.
Finally, we verified whether the results are influenced
by collinearity. The condition indices of the models
were well below the critical value of 30 (Greene 2006).

Discussion
Our findings contribute to the advancement of knowl-
edge in marketing as well as general management.
Volatility in brand revenues and cash flows has been
overlooked in marketing for a long time. However,
performance volatility may have substantial negative
consequences for the firm, as a result of excess cost
associated with the bullwhip effect or higher capi-
tal cost from holding larger cash reserves. Our study
is, to our knowledge, the first to describe market-
ing’s potential to drive performance volatility in an
analytical way. We do so by relying on extant market
response theory, which allows us to make the formal
connection between marketing spending, marketing
responsiveness, and revenue and cash-flow volatility.

Although the empirical results support our propo-
sitions in one important sector of the global economy,

replication in other industries would be needed to for-
mulate empirical generalizations. We conjecture that
the product and competitive setting will have a strong
impact on the results. For example, some sectors rely
on virtually continuous marketing pressure in order
to protect a brand’s share of voice and achieve the
brand’s sales goals, whereas other sectors have more
sporadic marketing spending, e.g., on the occasion
of new-product launches. All else equal, we would
expect the volatility effects to be stronger in the sec-
ond scenario.

Managerial Implications
Our study provides insights that invite marketing
decision makers to think differently about the con-
sequences of their actions. First, our analysis sug-
gests that higher marketing spending volatility usu-
ally leads to a higher volatility of revenues as well as
cash flows. The empirical results show that the effects
are substantial and thus should not be neglected. Mar-
keting managers who decide on the timing of media
plans, promotion plans, product launches, etc., should
be aware that their marketing decisions can influence
the volatility of both their top-line and bottom-line
performance. Since marketing expenditure costs grow
faster than revenues, because of diminishing returns,
their impact on cash-flow volatility is larger than on
revenue volatility. Second, stronger market response
parameters also translate into higher volatility of
revenues. Thus, on the one hand, larger response
parameters are good news for the marketing man-
ager because his or her expenditures produce higher
sales. On the other hand, higher responsiveness has
a dark side since it makes revenues and cash flows
more volatile, even if spending volatility itself does
not change. Third, we find that a higher mean level
of marketing expenditures reduces revenue volatility,
holding spending volatility constant. Higher spend-
ing also decreases the cash-flow volatility for typi-
cal nonmonotonic cash-flow distributions up to a cer-
tain level. Finally, the optimal budget under a volatile
marketing policy should be higher than the optimal
budget under an even-spending policy, provided that
marketing volatility does have an additional effect on
sales.

Can we derive general managerial recommenda-
tions from our study? Setting the optimal levels of
marketing expenditures and volatility requires esti-
mating the incremental cost and sales arising from
larger revenue and cash-flow volatility (see Theo-
rems 1 and 2). This information may not be readily
available for various reasons. In such situations, our
theoretical and empirical results point to a few gen-
eral recommendations, which we summarize below.

First, some marketing tactics, such as promotions
and advertising campaigns, are used frequently and
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involve a volatile deployment of the marketing bud-
get. Sometimes these tactics improve a brand’s top-
line results, sometimes they do not; in either case,
we expect them to have an effect on the volatil-
ity of both revenues and cash flows. Since volatility
may incur significant additional costs, even revenue-
effective volatile marketing tactics may turn out to be
harmful to the bottom line. This creates a managerial
trade-off. If the effect of marketing volatility on the
level of revenues/cash flows is questionable and can-
not be quantified at all, there is no need to increase
marketing volatility, and in fact, it should be avoided.
If the effect on sales is supposedly high, managers
need to find the right balance between that positive
impact and its negative side effect and may use The-
orem 2 as a reference.

Second, and similarly, different brands have dif-
ferent levels of marketing spending, and our results
show that those with higher spending levels enjoy pro-
tection against performance volatility, especially cash-
flow volatility, so long as their expenditures are eco-
nomically reasonable; i.e., they are not too far beyond
their optimum. Since deviations from the optimal
budget level do not harm profits too much (per the
flat maximum principle), it seems reasonable to over-
spend rather than underspend. This is also supported
by Theorem 1 to benefit from a potential sales impact
of marketing volatility.

Limitations and Future Research
Our research is subject to limitations that may stim-
ulate future research. First, we have quantified the
magnitude of volatility drivers in eight prescrip-
tion drug markets. It would be interesting to extend
this analysis to other industries. Second, revenue
and cash-flow volatility may arise, not only from
marketing spending behavior but also from spe-
cific marketing-mix activities such as promotions and
new-product introductions. The analytical models to
analyze the effects of such activities may be different.
Third, our analytical model provides general results
on performance volatility effects and optimal mean
expenditures and volatility. It would be interesting to
develop a decision model that produces more spe-
cific insights into optimal volatile marketing policies.
A key challenge for such a model is to estimate the
cost of revenue volatility, such as those arising from
the bullwhip effect. Another challenge is to correctly
specify and estimate the demand model that suggests
marketing volatility as an optimal policy.

We hope our study will stimulate future research
on the relationship between marketing-mix vari-
ables, performance volatility, and its financial conse-
quences from diverse perspectives. Such integration
will enable higher-quality resource allocation deci-
sions, for the benefit of the enterprise.

Supplemental Material
Supplemental material to this paper is available at http://dx
.doi.org/10.1287/mnsc.2014.2102.
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