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ABSTRACT We introduce amethod for the efficient calibration of around-view-monitoring (AVM) cameras.
Particularly, we introduce two situations that require calibration because of the characteristics of AVM
cameras: a situation wherein cameras are shipped from the manufacturing line and another situation wherein
some cameras are distorted during operation and need recalibration. In this study, the calibration method for
shipped cameras is defined as the factory mode and that for recalibration is defined as the service mode.
In the factory mode, two circular patterns placed at a regular distance are used to ensure the maximum
accuracy while requiring minimum calibration. In the service mode, as a recalibration method, we developed
a robust method that considers various environments using parallel parking lines that can be easily installed
in general service centers. In the factory mode, we confirmed that the AVM-camera-calibration error was
within 5.66 cm when the two circular patterns were located at a certain distance within a certain range.
However, in the service mode, we achieved camera movement angle error equal to or less than 0.1◦ using
the parking-line-detection result.

INDEX TERMS Around-view-monitoring (AVM) system, fish-eye lens camera, automatic camera calibra-
tion, parking-line detection.

I. INTRODUCTION
Recently, the automotive industry has been rapidly develop-
ing because of the increase in the number of vehicles, and the
development is focused on creating systems that add to the
convenience of drivers [1]–[3]. Among these systems, park-
ing systems have been developed using ultrasonic sensors,
rear cameras, around-view-monitoring (AVM) cameras, and
automatic parking systems [4]–[6]. Especially, camera-based
convenience systems have been developed more after their
mandatory installation [1]–[6]. In this study, we focus on an
AVM system, which comprises cameras in the front, rear,
left, and right of the vehicle, respectively, to display the
360◦ view of the surroundings of the vehicle. Additionally,
we focus on constructing a system that assists in parking by
synthesizing images from the cameras to from a top-view
image [1], [2], [8]–[13]. However, AVM cameras must be
calibrated to synthesize top-view images. In AVM-camera
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calibration, the information regarding the mounting position
and angle of the camera is calculated, following which the
input image is converted into the top-view image. Generally,
AVM-camera calibration involves considerable time because
the system needs to know the position of the pattern and
point on the image. Most calibration methods match the
pattern position in an image by using the dot of the pat-
tern at a certain position [2], [14], while some methods
perform calibration by automatically finding feature points
using a certain point. Additionally, some methods use the
license-plate position [8], [9] and front-camera vanishing
point [8]. When the initial mounting position and angle of
a camera are known,there are some methods that use a lane
while driving or a feature point. In this study, two calibration
methods are proposed depending on the installation position
and mounting angle of the camera. One is the calibration
method in factory mode and the other is in service mode.
Table 1 presents the comparison between the factory and
service modes. As shown in the Table 1, in the factory mode,
the camera-position and angle information as the initial input
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TABLE 1. Comparison between factory and service modes.

FIGURE 1. Example of a manual calibration method: (a) pattern location
input and (b) image point input.

does not exist, and the calibration must be quickly and accu-
rately performed. Additionally, calibration is performed in a
garage environment, which is not as spacious and lighted as a
factory floor. However, in the service mode, sufficient space
is often not available. Because the camera-location and angle
information, as the initial input, is known, the initial-input
information can be corrected using the parking line detection
result.

In an existing camera calibration method, a square pattern
is placed in the area where each camera overlaps, and each
distance to the vehicle is manually measured as an input
and subsequently a point in the image is selected. As the
calibration pattern should be observed over a certain size in
the camera, it is prepared and placed in 1 m size. More-
over, extensive experience is required to measure the exact
location. Figure 1 shows an example of an existing method.
As shown in Fig. 1 (a), the size of the pattern located at each
corner of the vehicle and the distance from the vehicle corner
must be measured and used as input. Figure 1 (b) displays an
example of acquiring image coordinates by clicking the edge
of the pattern in each image. Accordingly, the image coor-
dinates were obtained by manually clicking the edge of the
pattern. Through this process, world and image coordinates
are found, and camera calibration can be performed. If the
pattern is not installed, it takes more than 30 minutes even for
the skilled person to place the pattern. Even after the pattern
is installed, it takes a few minutes or more because the input
value must be provided. The proposed method eliminates the
time to install the pattern and put input values through the
automatic calibration method.

Calibration in the factory mode is performed by acquiring
an image using an AVMcamera as the vehicle passes between
two parallel circles. In the factory environment, the cameras
move in a sequence, and they are calibrated after being

FIGURE 2. Example of factory environment.

FIGURE 3. Factory-mode calibration example.

assembled. Simultaneously, because the vehicle travels along
a straight line, the production may proceed quickly if the
image is acquired as the vehicle continues to move instead
of stopping at a certain position for a considerable time.
Figure 2 depicts an example of the factory environment. Thus,
in the proposed method, when we know the sizes of the two
circles betweenwhom the vehicle passes, we can calculate the
vanishing point and estimate the position of both the circles
and camera. Additionally, as the vehicle moves, the circles
appear at various positions in the left and right cameras. Thus,
one can calibrate the left and right cameras using two or more
circles and, finally, calibrate the camera using the two circles
that appear in the rear camera. Figure 3 depicts an example
wherein the vehicle passes between two circular patterns.
Figure 3 depicts the factory mode wherein camera calibration
is automatically performed by passing the vehicle between
two parallel circles.

Calibration in the service mode is performed using the
parking line detection result. The vehicle recognizes a park-
ing line and calculates the position and angle of the parking
line. In the service mode, it is difficult to make suffi-
cient space for the calibration pattern. However, because the
previous calibration results are stored, the degree of cam-
era movement can be calculated. Figure 4 depicts a ser-
vice center; there is not adequate area for the calibration
pattern, and the vehicle must be serviced within a small
space.

In the service mode, calibration is performed by measur-
ing the rotation of each AVM camera by using the position
and shift of the parking line. Figure 5 depicts an example
of service-mode calibration. If there exist a parking line,
as depicted in Fig. 5, it is recognized and used for calibration.
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FIGURE 4. Example of a service center.

FIGURE 5. Service-mode calibration.

FIGURE 6. Block diagram of the proposed method.

In our study, an automatic AVM-camera-calibration
method in two modes is proposed for the cases wherein there
exists no information regarding the position and mounting
angle of the camera and wherein the camera is distorted
because of internal and external influences. Figure 6 depicts
a block diagram of the proposed method. If no information
exists regarding the position and mounting angle of the cam-
era, the factory mode is used; otherwise, the service mode is
used. If the information is corrected, the camera calibration
is realized, and if calibration is not possible, the calibration is
performed again through the factory mode.

II. FACTORY-MODE CALIBRATION
In the factory mode, one requires the position of a circular
pattern and a homography matrix before performing camera
calibration using the circular pattern. The proposed method
detects a circular pattern using a pair of gradient vectors and
calculates the homographymatrix using the extracted circular
pattern.

A. CIRCULAR-PATTERN DETECTION USING A PAIR OF
GRADIENT VECTORS
Generally, the methods that detect a circular pattern use
the circle Hough transform [15]–[17]. The proposed method
employs a pair of gradient vectors to quickly detect a circular
pattern by using a black pattern on a white background.
In the proposed method, a Laplacian-of-Gaussian filter is

FIGURE 7. Wrong circle-detection result: (a) windshield misrecognition
and (b) tree misrecognition.

FIGURE 8. Circle-detection result.

applied to find the gradient vector [18]. The proposed method
also confirms whether the pattern is circular because other-
wise errors may occur while detecting the pattern, resulting
in misrecognition of other objects as patterns upon using
the gradient vectors [18]. Figure 7 depicts some example
cases of misrecognition of surrounding objects as patterns.
Figure 7 (a) depicts a case of misrecognizing the windshield
of the vehicle and Fig. 7 (b) a case of misrecognizing a tree.
To suppress misrecognition, binarization is used to verify
whether the pattern is circular. The proposed method uses
binarization to find the outer part of the circle by separating
the circle and background parts, and to verify the pattern
circularity by detecting the direction of the edge in the outer
part of the circle [19]. Figure 8 depicts the result of detecting
a circular pattern in an input image.

As depicted in Fig. 8, because the AVM camera uses a
high-distortion fisheye lens, the circular pattern appears as
an ellipse in the input image. However, through binarization,
the pattern circularity is verified, and thus the pattern is
accurately extracted.

B. HOMOGRAPHY MATRIX USING CIRCLE DETECTION
Using the circle extracted, we can calculate a homography
matrix that represents the relationship between the camera
and ground. The circular pattern on the ground appears as
an ellipse in the AVM camera image. Thus, the camera must
be calibrated using the elliptic equations to extract a homog-
raphy matrix [20]–[23]. Equations (1) and (2) represent the
elliptic equations [21] as follows:

a1x2 + a2xy+ a3y2 + a4x + a5y+ a6 = 0. (1)

b1x2 + b2xy+ b3y2 + b4x + b5y+ b6 = 0. (2)
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Upon rearranging Eqs. (1) and (2) for x and y, we obtain the
following:

f (x, y) = a1x2 + (a2y+ a4)x + (a3y3 + a5y+ a6). (3)

f (x, y) = b1x2 + (b2y+ b4)x + (b3y3 + b5y+ b6). (4)

When Eq. (4) is reorganized with respect to y, it is expressed
as follows:

q(r) = r4y4 + r3y3 + r2y2 + r1y+ r0. (5)

Equation (5) is expressed in the form of a Q-matrix, which is
represented in Eq. (6), where y and x from Eqs. (3) and (4)
can be obtained using the eigenvalue of the Q-matrix. One
has

Q =


0 0 0 −r0/r4
1 0 0 −r1/r4
0 1 0 −r2/r4
0 0 1 −r3/r4

 . (6)

Homography matrix H is decomposed as HA (affine), HA
(projection), andHS (scale).HS can be ignored because scale
factor is determined by the display size [23]. HA and HA are
represented using Eq. (7) and Eq. (8), respectively, as follows:

HP =

1 0 0
0 1 0
l1 l2 l3

 . (7)

HA =

1/β −α/β 0
0 1 0
0 0 1

 . (8)

In the elliptic equations from Eqs. (1) and (2), the points of
all the circles in a plane pass through I = (1 i 0)T and
J = (1 − i 0)T . Additionally, is located in the vanishing
line [23]. Accordingly, the point that passes through the H -
matrix and the circle can be expressed as

HI = H−1P H−1A I =

 β + iα
i

−l1/l3(β + iα)− il2/l3

 . (9)

In summary, Eq. (9) be expressed as

HI =

 αl3 − iβl3
l3

−l2 − l1α + il1β

 . (10)

If HI is defined as z = (x y 1)T , it can be summarized as

z =

xy∗

yy∗

1y∗

 =
z1 + iz2z3
z4 + iz5

 . (11)

Using Eq.(11), α, β, and l∞ can be expressed as

α = z1/z3. (12)

β = −z2/z3. (13)

l∞ = (−z5z3/z2 z5z1/z2 − z4 z3)T . (14)

When the number of circular patterns is more than two,
the errors generated in the detection of each circular pattern

FIGURE 9. H-matrix-extraction result: (a) circle detection result and
(b) converted image.

FIGURE 10. Circle-detection result in a moving picture: (a) 15th frame,
(b) 23rd frame, (c) 30th frame, and (d) 40th frame.

are obtained using an H -matrix. In Eqs. (12)–(14), k denotes
the number of circles, M the maximum error, and m the
minimum error of the k-th circle [23]. One has

ε(p) =
n∑

k=2

|1− (
mk
Mk

)2|. (15)

The calibration accuracy is improved by obtaining the
H -matrix except for a circle with large error. Figure 9 depicts
the result of transforming two circular pattern using the
H -matrix.

C. HOMOGRAPHY MATRIX FROM MOVING PICTURE
Extracting an H -matrix using circular patterns from multiple
images is equivalent to using multiple circular patterns in
one image. Because the positions of circles are different in
multiple images, the overall effect is the same as though there
are multiple circular patterns in one image. Figure 10 depicts
the result of extracting the same circular pattern from various
images acquired by a moving camera.

As depicted in Fig. 10, because the position of the circle
is different in each frame, the same method used for multiple
circular patterns in one image can be employed. Equation (15)
calculate the error of each circular pattern. By using the equa-
tion, anH -matrix can be obtained by excluding the image that
has a significant error. Figure 11 depicts the top-view image
obtained using the extracted H -matrix.
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FIGURE 11. Top-view image: (a) 15th frame, (b) 23rd frame, (c) 30th
frame, and (d) 40th frame.

FIGURE 12. Rotated image: (a) rear-camera top-view image and
(b) rotated result of (a). (c) right-camera top-view image and (d) rotated
result of (c).

D. IMAGE SYNTHESIS
To generate an AVM image, the overlapping region between
the original and rotated images must be synthesized. Image
rotation comprises two parts: changing the mounting angle
of the camera to match the vehicle-movement direction and
changing the angle using line that connects the center of
the circular pattern. The purpose of changing the angle
to match the vehicle-movement direction is to match the
vehicle-movement direction with the direction of the camera.
Because the front camera image is along the direction that
the camera faces, image rotation is not required. However,
the rear-camera image should be rotated by 180◦, right cam-
era image by 90◦, and left camera image by –90◦. Figure 12
depicts the result of image rotations. Figure 12 (a) illustrates
the rear camera image converted into the top-view one, and
Fig. 12 (b) shows the result of rotating the image by 180◦.
Figure 12 (c) and (d) depicts the right camera image converted

FIGURE 13. AVM-image-synthesis method using circle-detection results:
(a) left and right image, and (b) front and rear image.

into the top-view one and shows the result of image rotation
by 90◦.
After rotating the direction of each camera to match the

direction of the vehicle, the images also must be rotated using
the line that connects the center of the circular pattern to
synthesize AVM top-view images. This rotation is simulta-
neously performed with top-view image synthesis. To synthe-
size the circular pattern from the image acquired from each
camera, the size and position of the circle from each camera
image are used. The circle position in the top-view image
generated by each camera is the same as that in the AVM
image acquired at the same time t . Conversely, the position
of the circular pattern in the image acquired at the t-th frame
by the front camera and the position of the circular pattern
in the images acquired at the t-th frame obtained by the left
and right cameras have the same coordinates in the world
coordinate system. Thus, the lines that connect the centers
of the circles from each frame form a parallelogram because
the coordinates of the center of each circle center are con-
stant. Figure 13 depicts the parallelogram-formation process
by connecting the centers of circular patterns from each
image.

As depicted in Fig. 13, if the center coordinates of a
circle from multiple frames obtained using the left and right
cameras are connected, they are expressed as parallel lines
because the vehicle moves along a straight line. The paral-
lelism between the left and right lines is used to calculate
the mean square error (MSE) and synthesize the AVM image
when the MSE is within a threshold. Figure 14 depicts the
result of generating an AVM composite image.

III. SERVICE-MODE CALIBRATION
Calibration in the service mode uses parking lines. The AVM
camera is calibrated using a pair of parallel parking lines,
which are recognized via their edges in AVM images. Addi-
tionally, the AVM camera is calibrated by measuring the
changes in the parking line using their vanishing point.

A. PARKING-LINE DETECTION
The parking-line-recognition method extracts an edge from
an AVM image and recognizes a line component using the
Hough transform. Because parking lines have a straight-line
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FIGURE 14. AVM-image-synthesis result: (a) 15th frame, (b) 27th frame,
and (c) 40th frame.

component, the Sobel edge detector can be used to find the
edge of the straight line in the AVM image. The Sobel edge
detector has the advantage of reducing noise and finding
the edge component, while requiring only a small amount
of computation. Using the Sobel edge detector, horizontal
and vertical edges are distinguished and extracted. Equa-
tions (16) and (17) represent the Sobel edge detector method
to find the horizontal and vertical edges, where EH denotes a
horizontal-edge image and EV a vertical-edge image. Addi-
tionally, I denotes the input image, x and y the image coordi-
nates, H the image height, andW the image width [13], [24].
One has

EH =
H−1∑
y=1

W−1∑
x=1

I (x − 1, y+ 1)+ 2I (x, y+ 1)

+ (x + 1, y+ 1)− I (x − 1, y− 1)

− 2I (x, y− 1)− (x + 1, y− 1). (16)

EV =
H−1∑
y=1

W−1∑
x=1

I (x + 1, y− 1)+ 2I (x + 1, y)

+ (x + 1, y+ 1)− I (x − 1, y− 1)

− 2I (x − 1, y)− (x − 1, y− 1). (17)

Figure 15 depicts the edge-extraction results obtained
using the Sobel edge detector. Figure 15 (b) and (c) depicts
the results of finding the vertical and horizontal edges,
respectively. Figure 15 (a) depicts that the front camera image
is distorted; thus, it is out of order. Parking lines are recog-
nized by applying the Hough transform to the edge-extraction
results. The Hough transform processes all the linear com-
ponents that pass through a point into distance and angular
components from themidpoint, and this gives us an advantage
in that a straight line through which the most points pass can
be detected. Equation (18) represents the Hough transform,
where x and y denote image coordinates, θ the slope of the
straight line, and r the distance between the origin and the
straight line [13], [24]. One has

x cos θ + y sin θ = r . (18)

The strongest edge component can be obtained using the
Hough transform by analyzing the rising and falling edges.
Because the parking line has a thick line component, it has

FIGURE 15. Edge-extraction result: (a) AVM image, (b) vertical-edge
extraction, and (c) horizontal-edge extraction.

FIGURE 16. Parking-line-detection result: (a) front line, (b) right line, and
(c) left line.

two components: a rising edge, which represents the intensity
change from dark to bright, and a falling edge, which rep-
resents the intensity change from bright to dark. The AVM
image can be corrected again using the rising and falling
edges [13]. Figure 16 depicts the Hough-transformation
result. The red and blue lines represent the rising and falling
edges, respectively. Figure 16 (a), (b), and (c) depict the
line-detection results in the front-camera, right-camera, and
left-camera regions, respectively.

B. AVM CAMERA CALIBRATION
In order to calibrate the AVM camera, images obtained from
each camera were divided and used. As shown in the Fig. 17,
area A-D uses only the camera image at each location, but
area E-H is the area where the cameras overlap.

To calibrate the AVM cameras, the images obtained from
each camera are divided and used. As depicted in Fig. 17,
Areas A–D are from only one image, but Areas E–H are the
ones where the camera images overlap.

As depicted in Fig. 18, vanishing points are formed because
the thicknesses of the left and right parking lines are differ-
ent. However, if the AVM camera is satisfactorily calibrated,
a vanishing point is not formed, and thus a straight line forms
an angle of 90◦ with the center line of the vehicle.

The AVM-camera-calibration method assumes that the
parking lines are parallel in the AVM image. However,
if the parking lines are not parallel, a vanishing point is
formed, and the angle of the camera is extracted from it. The
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FIGURE 17. AVM-image section.

FIGURE 18. AVM-camera-calibration method in the service mode.

camera-movement angle can be measured using the location
of the vanishing point. Equations (19) and (20) show the rela-
tionship between the vanishing point and camera-movement
angle [13]. One has

θ = cos−1(v̄ · vu). (19)

vu = v̄× v∞., (20)

where v denotes the vanishing point; notably, v̄ = v/||v|| and
v∞ = [0 1 0]T . The AVM camera can be calibrated using
the angle θ obtained from the following:

R = (cos θ)I + (sin θ )[vu]× + (1− cos θ )(vu ⊗ vu). (21)

When the homographymatrixH is derived using the obtained
Rmatrix, it appears as follows. Here, l denotes a parking line,
and l ′ denotes a parking line in which the vanishing point
approaches infinity [13]. One has

l ′ = H−T l = (KRK−1)−T l. (22)

The relationship between the image and world coordinates
can be expressed using Eq. (23), where xi denotes the image
coordinate, xv the vehicle coordinate, K a camera-intrinsic
function, R the rotation function, and T the camera movement
function. When calibrating the AVM camera, the T matrix
can be ignored. Thus, the T matrix is ignored in Eqs. (22),
Eq. (23) is obtained as follows:

xi = K [R|T ]xv = Hxv. (23)

FIGURE 19. Repeated experimental results graph.

In Eq. (24), the R function is related to rotation, and the
rotation about each axis is represented using Eq. (23).

R = RxRyRz. (24)

In Eq. (25), the AVM camera is calibrated by substituting
the angle rotated about each axis. To find the optimal angle,
the vanishing point approaches infinity, and it is repeatedly
performed so that the two lines are parallel. The condition
for the vanishing point approaching infinity is depicted in
Eq. (25). Each point that appears in Fig. 18 should have the
width of the actual parking line,WG, and no difference should
exist between the values of v1 and v3, and between the values
of v2 and v4, in the y-axis coordinates. The rotation angle
is calculated by repeatedly performing experiment until the
condition for this is satisfied. One has

argmin(|WG−WR| + |WG −WL | + |v1−v3| + |v2−v4|).

(25)

Figure 19 depicts the results of the repeated experiment.
In Fig. 19, the convergence is achieved after seven iterations.

IV. EXPERIMENTAL RESULTS
A. EXPERIMENTAL ENVIRONMENTS
Experiments were conducted at locations depicted similar to
actual plant and service situations. The factory situation was
tested in a garage and an underground parking lot depicted
in Fig. 20. In the factory mode, the floor is coated and is
the same as the garage floor. The underground parking lot
was also constructed in an environment similar to the factory
and garage, and thus the experiment could be conducted in
a similar environment. As depicted in Fig. 20, the coated
floor is often taped, and it is surrounded by various objects,
which can interfere with recognition. Figure 20 (a) depicts
the garage environment and Fig. 20 (b) illustrates the under-
ground parking lot environment.

The cameras used in the experiment had a resolution
of 1280× 720. They were installed in the front, rear, left side,
and right side of the vehicle. Figure 21 depicts the vehicle
used for the test, which is Hyundai Genesis (4,990(L) ×
1,890(W) × 1,480(H)) [25]. Fig. 22 depicts the camera
installation.
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FIGURE 20. Examples of experimental environments: (a) garage and
(b) basement parking lot.

FIGURE 21. Test vehicle.

FIGURE 22. AVM camera installation.

To confirm the results for vehicles of various sizes,
Sedan, sport utility vehicle (SUV), and micro-electric vehi-
cles were used. The vehicles used are shown in Fig. 23;
Figs. 23 (a) and 23 (b) show an SUV, Hyundai Santafe
(4,190(L)× 1,880(W)× 1,690 (H)) [26], and amicro-electric
vehicle, Cammsys CEVO-C (2,430(L) × 1,425(W) ×
1,550 (H)) [27], respectively.

For the experiment, cameras were also installed on SUVs
and micro-electric vehicles. Figures 24 (a) and 24 (b) show
the installation on an SUV and micro-electric vehicle,
respectively.

B. EXPERIMENTAL RESULTS FOR FACTORY-MODE
CALIBRATION
In the factory mode, the camera was calibrated using the
movement of the vehicle. To check the deviation in the cal-
ibration accuracy with respect to the position of the pattern,
the experiment was performed with various pattern positions.

FIGURE 23. Test vehicle: (a) SUV and (b) micro-electric vehicle.

FIGURE 24. AVM camera installation: (a) SUV and (b) micro-electric
vehicle.

FIGURE 25. Measurement distance error point.

TABLE 2. Repetition test result.

The difference between the image position and actual position
was measured, as depicted in Fig. 25. Hundred experiments
were conducted to check repeatability by placing the vehicle
at the same location and then measuring the error. Table 2
summarizes the results of the 100 experiments, and we con-
firm that the measurement error is less than 7 cm.
The experiment was conducted with a circular pattern,

placed at a distance of 40 cm from the vehicle, using an
SUV and micro-electric vehicle. Factory mode calibration
was performed with each vehicle, and the actual distance
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FIGURE 26. SUV test result images: (a) 12th frame, (b) 23th frame, and
(c) 48th frame.

FIGURE 27. Micro-electric vehicle test result images:(a) 14th frame,
(b) 31th frame, and (c) 49th frame.

from the selected point was measured, as shown in Fig. 25.
An error of 1.7008 cmwas observed in the case of SUV, and it
was confirmed that calibration is required even if the camera
position is raised from the ground owing to the height of the
vehicle. Figure 26 depicts the results of the experiment for an
SUV.

In the case of a micro-electric vehicle, an error of 0.837 cm
was found in the size of the vehicle. Consequently, it was con-
firmed that the tolerance correction was required regardless
of the size of the vehicle. Figure 27 shows the results of an
experiment with a micro-electric vehicle.

Additional experiments were performed with respect to
the distance between the vehicle and pattern, as depicted
in Fig. 28.

Table 3 presents the results with respect to the distance
between the vehicle and each pattern. It was confirmed that
the error was less than 4 cm if the distance between the vehicle
and pattern was equal to or less than 150 cm. However,
when the distance is 160 and 170 cm, the error increases
and becomes more than 6 cm, as depicted in Fig. 29. This
implies that the circular pattern was wrongly extracted when
the distance was equal to or more than 160 cm, while the
extraction result is correct when the distance is equal to or
less than 150 cm.

The experiments were conducted for the cases wherein the
distance between the vehicle and the left and right circu-
lar patterns, respectively, was varied. The purpose of these
experiments is to find that whether calibration could be

FIGURE 28. Circle-pattern-position testing method (equal distance
between the vehicle and pattern in both the directions).

TABLE 3. Position-test result (equal distance between the vehicle and
pattern in both directions).

FIGURE 29. Position-testing-result graph (equal distance between the
vehicle and pattern in both directions).

performed when the patterns were placed at different dis-
tances on the left and right sides of the vehicle. The exper-
iment was performed by fixing one circular pattern at 20 cm
and another at the distance of from the vehicle, as depicted
in Fig. 30.

As shown in Table 4, when D = 20 cm, the distance error
is the same for the left and right circular patterns; however,
when D ≥ 30 cm, a difference of distance error occurs
between the left and right circular patterns. It was confirmed
that calibration could be performed when D ≤ 140 cm, and
it did not matter that the distance between the vehicle and
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FIGURE 30. Circular-pattern-position testing method (one-way
distance).(a) left circular pattern movement, and (b) right circular pattern
movement.

TABLE 4. Position testing result (one-way distance).

FIGURE 31. Position-testing-result graph (one-way distance):
(a) left-distance-error graph and (b) right-distance-error graph.

the left and right circular patterns, respectively, was different.
We achieved an error of less than 4 cm when D ≤ 120 cm.
Figure 31 depicts a graph of the test results for the position

of the circular pattern one-way distance. Fig. 31 (a) depicts
the position error with respect to the distance between the left
circular pattern and vehicle, and Fig. 31 (b) shows the position
error with respect to the distance between the right circular
pattern and vehicle.

Figure 32 depicts the experimental results with respect to
the circular-pattern position. The results of the experiment
are summarized in Tables 3 and 4. As depicted in Fig. 32,
the calibration is performed irrespective of the left and right
positions of the circular pattern. Fig. 32 (a) depicts the result

FIGURE 32. Calibration results for various pattern positions: (a) same
distance, (b) rightward-movement result, and (c) leftward-movement
result.

FIGURE 33. Circular-pattern-position testing method (inclination).

when the vehicle had passed through the exact center of the
gap between the two circular patterns. Figure 32 (b) depicts
the result when the vehicle had passed through the rightward
side between the two circular patterns. Fig. 32 (c) depicts the
result when the vehicle had passed through the leftward side
between the two patterns. It is confirmed that the calibra-
tion was successfully performed even when the vehicle had
not passed through the exact center of the gap between the
patterns.

An experiment was also conducted when the line that con-
nected the centers of both the patterns was not perpendicular
to the moving direction of the vehicle, as depicted in Fig. 33.

As shown in Table 5, the tolerance correction was per-
formed irrespective of the perpendicularity between the
vehicle-movement direction and the line that connected the
centers of both the patterns. When one of the patterns was
located at equal to or more than 100 cm ahead of the other pat-
tern, the calibration could not be performed because the pat-
tern was not recognized. As depicted in Fig. 34, we achieved
an error of less than 5.66 cm when the distance between both
the patterns was equal to or less than 50 cm. Thus, AVM
calibration could be performed when the angle between the
vehicle-movement direction and the line that connected the
centers of both the patterns was equal to or less than 12◦.
Figure 35 depicts an image with a difference distance of

90 cm. Figure 35 (a) illustrates the front-camera image and
Fig. 35 (b) the right-camera image. If the difference is more
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TABLE 5. Position testing result (inclination).

FIGURE 34. Position-testing-result graph (inclination).

FIGURE 35. Pattern-position image at the same time: (a) front-camera
image and (b) right-camera image.

than 100 cm, it is not recognized because of difference in the
calibration pattern. As depicted in Fig. 35 (a), the circular
pattern that is close to the camera appears large; however,
the distant pattern may appear small and may not be rec-
ognized. Especially, in the case of the right-camera image
depicted in Fig. 35 (b), the pattern is recognized because it
lies at the image edge.

In Fig. 36, the result of the case wherein the position of the
pattern is different is shown. As shown in Table 5, tolerance
correction was performed even if there existed a distance
difference between the two patterns. Experimental results in
the factory mode show that when the vehicle and pattern
are within a certain distance, the error is within 5.66 cm.
When the distance to the pattern is within a certain range,
the tolerance correction could be performed wherever the
pattern is located on the left and right.

C. EXPERIMENTAL ENVIRONMENTS FOR SERVICE-MODE
CALIBRATION
The service-mode experiments were performed using a
parking-line image. For the experiment, the image obtained
from the installed camera was rotated at a certain angle. In the
experiment, the front, left and right camera images obtained

FIGURE 36. Calibration result for various pattern positions: (a) same
distance, (b) distance difference: 20 cm, and (c) distance difference:
90 cm.

FIGURE 37. Rotated-image formation: (a) original image and (b) rotated
image.

FIGURE 38. Rotated front camera calibration result: (a) original image,
(b) rotated front camera image, and (c) correction result.

upon tilting the cameras by 0.8594◦ were used. Figure 37
depicts an AVM image as each camera is rotated. The front
camera obtained the result of 0.8652◦ through 54 iterations,
the left camera of 0.8537◦ through 78 iterations, and the right
camera of 0.8537◦ through 89 iterations. Figure 38 depicts
the result of compensating the rotation of the AVM camera.
Figure 38 (a) shows the original image of the AVM. Fig. 38
(b) illustrates the camera-rotation result. Fig. 38 (c) depicts
the rotation-compensation result. As depicted in Fig. 38,
the rotated image was corrected using the calibration result
based on the parking line.

Further, the method to use the lane markings during driv-
ing [13] was employed, and comparative experiments were
performed. As it is impossible to compare the same image
with method to use the lane markings during driving, the
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FIGURE 39. Examples of acquiring images to use lane markings during
driving: (a) 289th frame, (b) 297th frame, and (c) 319th frame.

FIGURE 40. Examples of result images to use lane markings during
driving: (a) 289th frame, (b) 297th frame, and (c) 319th frame.

TABLE 6. Comparison of test results.

corrected values were compared for the cameras twisted at
the same angle. The image acquired for the method to use
the lane markings during driving is shown in Fig. 39. For the
experiment, it was driven to acquire lane and stop line images.

Figure 40 shows the result of correcting the wrong posi-
tion of the camera. It was confirmed that the wrongly posi-
tioned camera was corrected through the tolerance correction
method while driving.

The comparison was conducted by acquiring driving
images with a camera twisted at the same angle as the
proposed method. When the three cameras were incorrectly
positioned, the comparison was conducted, and the results
shown in the Table 6 were obtained. As shown in Table 6,
it was confirmed that tolerance correction performed was
within 0.1719◦ for three cameras. In addition, it was verified
that the proposed method has the same or higher performance
as that of the method to use lane markings during driving
using only the parking space and parking line. Consequently,
it was confirmed that tolerance correction is possible within
the service center without going outside.

In the service mode, calibration might not be performed
when the parking line is not recognized. Experiments were

FIGURE 41. Front camera rotated by: (a) 11◦, (b) 5◦, and (c) 3◦.

FIGURE 42. Rotated front camera correction result for Fig. 41(b):
(a) parking-line-detection result and (b) correction result.

conducted with respect to which parking lines could be rec-
ognized. Figure 41 depicts the AVM image when the front
camera was tilted. Figure 41 (a), (b), and (c) show the images
obtained upon tilting the front camera by 11◦, 5◦, and 3◦,
respectively.

As depicted in Fig. 41, when the camera was tilted by 11◦,
the parking line was not visible and thus could not be
recognized. However, when the camera was tilted by 5◦,
the parking line could be recognized, and thus service-mode
calibration could be performed. Figure 42 depicts the results
of parking-line recognition and calibration for the image
in Fig. 41 (b). Furthermore, Fig. 42 (a) shows the result
of parking-line recognition for the image in Fig. 41 (b).
Figure 42 (b) shows the result of service-mode calibration
performed using the parking-line-recognition result. Conse-
quently, the camera-tilting angle of 5.72◦ was corrected to
5.517◦ through 21 iterations. For the side cameras, exper-
iments were conducted when parking lines could be rec-
ognized. Figure 43 depicts the AVM image when the front
camera is rotated. Figure 43 (a), (b), and (c) show the tilting
of the right camera by 11◦, 8.5◦, and 5◦, respectively.
As depicted in Fig. 43(a), when the camera was tilted

by 11◦, the parking line was not visible, and thus recog-
nition was not possible. However, when the camera was
tilted by 8.5◦, the parking line could be recognized, and
thus service-mode calibration could be performed. Fig-
ure 37 depicts the result of parking-line recognition and cali-
bration for the image in Fig. 43 (b). Furthermore, Fig. 44 (a)
shows the result of parking-line recognition for the image
in Fig. 43 (b). Additionally, Fig. 44 (b) shows the result of

192084 VOLUME 8, 2020



Y. H. Lee, W.-Y. Kim: Automatic Calibration Method for AVM Cameras

FIGURE 43. Rotated right camera: (a) 11◦, (b) 8.5◦, and (c) 5◦.

FIGURE 44. Rotated right camera calibration result for Fig. 43(b):
(a) parking-line-detection result and (b) correction result.

service-mode calibration performed using the parking-line-
recognition result. Consequently, the camera-tilting angle
of 8.59◦ was corrected to 8.68◦ through 27 iterations.

V. CONCLUSION
We proposed an automatic AVM-camera-calibration method.
The shipping method was defined as factory mode and
the recalibration method as service mode, so that cali-
bration could be performed for various cases. In the fac-
tory mode, calibration was performed when there was no
camera-mounting information; a vehicle was passed between
two circular patterns to calibrate AVM cameras to synthesize
top-view images. When the vehicle passed between two cir-
cular patterns, both of them were recognized in each frame.
The proposed method determined whether the recognized
circular patterns could be used for camera calibration. The
AVM camera were calibrated using two circular patterns in
the video. As a result of calibrating the AVM camera by
using the vehicle-motion information and circular patterns,
we achieved an error within 5.66 cm. The service mode
corrects the camera distortion due to internal and external
influences. For the distortion correction, the service mode
recognized the parking line, calculated the angle of the park-
ing line, and corrected the AVM-camera-calibration results.
As a result of the correction using the parking line, the cor-
rection was made within 0.1◦. The proposedmethod achieved
automatic AVM-camera calibration in two modes, respec-
tively. In future, we will study how to perform calibra-
tion faster with fewer computations and increase calibration
accuracy.
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