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Abstract: The growing need for wireless communication has resulted in the widespread usage of
unmanned aerial vehicles (UAVs) in a variety of applications. Designing a routing protocol for UAVs
is paramount as well as challenging due to its dynamic attributes. The difficulty stems from features
other than mobile ad hoc networks (MANET), such as aerial mobility in 3D space and frequently
changing topology. This paper analyzes the performance of four topology-based routing protocols,
dynamic source routing (DSR), ad hoc on-demand distance vector (AODV), geographic routing
protocol (GRP), and optimized link state routing (OLSR), by using practical simulation software
OPNET 14.5. Performance evaluation carries out various metrics such as throughput, delay, and data
drop rate. Moreover, the performance of the OLSR routing protocol is enhanced and named “E-OLSR”
by tuning parameters and reducing holding time. The optimized E-OLSR settings provide better
performance than the conventional request for comments (RFC 3626) in the experiment, making it
suitable for use in UAV ad hoc network (UANET) environments. Simulation results indicate the
proposed E-OLSR outperforms the existing OLSR and achieves supremacy over other protocols
mentioned in this paper.

Keywords: enhanced optimized link state routing (E-OLSR); OPNET; routing protocols; unmanned
aerial vehicles (UAVs); UAV Ad hoc network (UANET)

1. Introduction

The fast growth of unmanned aerial vehicles (UAVs) has transformed the premise of
wireless communication technology. UAV networks can collect data from sensors, connect
with ground users, and provide Wi-Fi coverage in areas where humans are unable to access.
The application of UAVs has not been limited to only military purposes as when they were
first developed. UAV networks are proving to be a beneficial and appropriate technology
for a wide range of civilian and military purposes. UAVs enable us to perform risky and
complex operations such as firefighting, monitoring regions affected by natural disasters,
launching and tracking cruise missiles, and remote surveillance [1]. Recently, UAVs are
being made more economical and smaller in size, and the availability of autopilot software
raises their popularity in the public and private sectors [2]. UAVs are used for a variety of
purposes, including agriculture [3], remote sensing [4], forest fire detection [5], patrolling [6],
and providing communication facilities in remote and disaster-prone areas [7,8]. However,
in order to carry out tough tasks, UAVs must be able to communicate effectively. Despite
their numerous applications and benefits, drones are frequently referred to as “terrorism by
joystick” to emphasize their negative effects [9]. Smuggling and other criminal operations,
invasions of privacy, terrorist attacks, cyber assaults, surveillance, unauthentic monitoring,
and so forth are all examples of UAV abuse. The growing number of crimes has highlighted
the significance of identifying and disabling unlawfully deployed drones. In [10], the
authors discuss techniques for identifying drones in the presence of flying objects such as
birds. In [11], the authors propose a deep learning method for detecting malicious drones
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using image and audio data. Similarly, in [12], deep learning-based drone detection and
type recognition based on radio frequency emissions are proposed. The goal of this study
is to find and identify illegal drones that could endanger civilians.

UAV networks are classified into two forms based on the number of deployed UAVs:
single-UAV networks and multi-UAV networks. In the case of a single-UAV network,
the UAV is connected to a base station or satellite. On the other hand, in a multi-UAV
network, numerous UAVs are interconnected and interact with one another to accomplish
the mission. A multi-UAV network provides benefits over a single UAV network with
self-recovery capabilities. As a result, in a multi-UAV network, effective UAV collaboration
is required to complete tasks. This necessitates the establishment of an inter-UAV wireless
communication network [13]. The current flying ad hoc networks (FANET) suffer from a
lack of collaborative interaction between UAVs, emphasizing the requirement for a better
routing solution to improve data transmission between UAVs. Furthermore, in the FANET
network, data transfer is problematic due to the irregular distribution of UAVs, their rapid
mobility in three-dimensional space, and frequent topology changes. In order to address the
issue of existing FANET, a UAV ad hoc network (UANET) was established by combining
mobile ad hoc networks (MANET) and vehicular ad hoc networks (VANET) to develop
a novel network topology incorporating homogeneous or heterogeneous flying agents
known as UAVs. The term “UANET” refers to a network comprising several UAV nodes.
UANET addresses the leakage of centralized and cellular communication in the UAV
communication network. UANET is predominantly a multi-UAV network with several
characteristics distinct from MANET and VANET. UAVs can function as clients, routers,
and servers in UANET and collaborate to complete tasks [14,15]. It is a very dynamic
network, with new nodes joining and old nodes leaving very frequently. As a consequence,
the network’s topology could alter at any moment, which is a key characteristic missing
from wireless communication networks [14]. IEEE 802.11 was recommended for UAV
communications by researchers since it can handle higher bandwidth, has fast data rates,
and has long-range coverage. Due to fluctuating distances among nodes and high mobility
in the UANET, connection reliability fluctuations occur. Packet delays, efficient channel
use, high mobility, and varying link quality are among the difficulties that the UANET
must overcome during real-time communication.

Routing protocols are one of the essential components of a UANET. In a UANET, a
single node may serve as a transmitting, receiving, and forwarding node simultaneously.
The transmission path is typically multi-hop, and routing greatly influences network
performance. A significant amount of effort must be invested in performance analysis to
select the optimal routing protocol. The simulation-based performance study for MANET
is demonstrated in paper [16]. The paper explains how, by lowering the RREQ RETRIES
and MAX RREQ TIMEOUT parameters, the AODV protocol performs better than the
OLSR protocol. When a sender wants to transfer data to a receiver, the network responds
with a route request (RREQ). The sender awaits the network’s route response, and the
sender resends an RREQ a defined number of times if it is not received within a specific
period of time, which is known as RREQ RETRIES. The MAX RREQ TIMEOUT is the
maximum amount of time a sender node can wait before sending RREQ RETRIES. A
significant amount of effort must be invested in performance analysis to select optimal
RREQ RETRIES and MAX RREQ TIMEOUT values. In another paper [17], the authors
compare the performance of the AODV and OLSR routing protocols by using the NS2
simulator in FANET for search and rescue (SAR). The Gauss—Markov mobility model
is used to describe the motions of multi-rotor mini-UAVs used for monitoring in SAR.
Similarly, in [18], the performance comparison of a UAV communication network for
AODV, OLSR, DSR, and GRP routing protocols is presented.

Depending on functionality, routing protocols are classified into three categories [19,20]:
¢  Swarm-based routing;
¢  Position-based routing;
¢  Topology-based routing.
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The characteristics of natural insects are used to inspire swarm-based routing. These
traits are thought to be self-oriented, self-adaptive, and unified to choose the optimal route.
However, due to the high mobility of UAVs, excessive latency is the fundamental flaw of
swarm-based routing for the UANET network. Likewise, packet forwarding is performed
depending on the geographic location of UAVs in position-based routing protocols [21].
However, the major downside of position-based routing is that it transmits obsolete route
information due to the UAVs’ constantly changing locations. On the other hand, internet
protocol (IP) addresses are used by topology-based routing protocols to leverage existing
network information to transmit data packets in the most efficient manner possible [22].
In order to construct and manage the optimal route, these protocols require topological
information from communicating UAVs. A topology-based routing protocol for UAVs is
evaluated in the paper [23]. This article provides a brief overview of the most significant
topology-based routing protocols suitable for FANETs. Furthermore, the authors focus on
topology-based routing protocols to enhance network performance in terms of throughput,
latency, and network load. However, the previously mentioned article solely used the
existing protocol for performance analysis with no improvements. In this study, a review
of several routing protocols for UAV communication is provided, and an enhanced OLSR,
named E-OLSR, is proposed for the UANET network.

The main contributions of this paper are as follows:

*  The OLSR protocol’s configuration settings have been optimized to make it appropri-
ate for UANETS;

*  Analyzes routing protocol performance in the OPNET simulator by creating realistic
UANET scenarios where optimized OLSR configurations outperform the default one;

¢  Finally, a comparison of the existing well-known topology-based routing protocols
(AODV, OLSR, DSR, and GRP) with optimized E-OLSR based on the performance
metrics such as throughput, delay, and data drop rate is conducted.

The rest of the paper is arranged in the following manner: In Section 2, the basic
concept of a UAV-based routing protocols and the description of the E-OLSR are presented.
Research methodology is illustrated in Section 3. Section 4 describes simulation modeling
of the E-OLSR routing algorithm. The performance evaluation of the E-OLSR network in
terms of delay, throughput, and data drop rate, as well as comparisons to existing routing
protocols, is described in Section 3.1. Finally, Section 6 brings the article to a conclusion by
pointing the direction forward for future opportunities.

2. Routing Protocols for UAV Communication

Currently, UAV communication uses the MANET routing protocol. A large number
of routing protocols have been proposed for ad hoc networks. Due to the different char-
acteristics of UANET, the MANET routing protocol is not directly applicable. Therefore,
the routing protocol for UANET is still a research issue. The UANET routing protocol can
be divided in two ways: single-hop and multihop [24]. In the case of single-hop, there
is no intermediate node. The sender UAV carries the data packet to the destination [25].
In multihop routing, data packet transfer from source to destination is performed hop by
hop. Therefore, based on hop selection strategies, multihop routing is further classified
into two categories: topology-based and position-based. GPS is used in a position-based
routing protocol for finding the real-time position of the next hop. Topology-based routing
protocols are divided into three categories: proactive routing protocols, reactive routing
protocols, and hybrid routing protocols. OLSR is a proactive routing protocol, also called
table-driven or active routing protocol; thus, the change in the network is immediately
available due to its proactive behavior. On the other hand, AODV and DSR are reactive
or on-demand routing protocols. In the on-demand protocol, routing information is ex-
changed only after the demand. This paper analyzes the performance comparison between
routing protocols such as DSR, AODV, GRP, and OLSR, along with E-OLSR. The following
is a concise outline of these protocols.
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2.1. Dynamic Source Routing (DSR)

DSR is one of the first reactive routing protocols, allowing a network to self-configure
and operate without the need for infrastructure [26]. In DSR, the source node only makes
a connection towards the destination when required. There are two steps involved in
this routing protocol, such as route discovery and maintenance. In route discovery steps,
the source node discovers the path through the destination; in the case of link failure,
maintenance steps are needed. The use of definite source routing across a set of nodes
enables the sender to choose and control the routes employed for its own packets, hence
improving network performance by allowing numerous paths for every destination (load
balancing) [27]. Multiple routes between source and destination can be recovered and
maintained using DSR. As a consequence, each sender may choose the optimal forwarding
route based on network stability or load balancing among numerous accessible routes.
Loop-free routing and support for unidirectional networks are two more features of this
routing protocol. Its dynamic nature, thus, enables swift recovery whenever the topology
of the network changes. Furthermore, based on the authors of the paper [28], DSR is most
suitable for FANET. However, in the case of military-based UAV communication networks,
the topology can be highly dynamic, and DSR is not suitable in this case.

2.2. Ad Hoc On-Demand Distance Vector(AODV)

The AODYV routing protocol is an improved version of the DSR. AODV is a routing
protocol that is commonly used in mobile or wireless ad hoc networks (MANETs or
WANETSs) [29]. An ad hoc network is a temporary distributed network comprising two or
more nodes that allow packets to be sent without the need for traditional infrastructure such
as routers and access points. A peer-to-peer (P2P) network is used by the nodes in the ad
hoc network. In the AODV routing protocol, when a node needs to communicate, it sends
a routing request to discover the communication link. Nodes find routes using defined
messages by AODYV, which are route requests (RREQ), route replies (RREP), and route
errors (RERR). The originating node sends RREQ messages to all of its neighbors, while
nodes with a route to the destination node send RREP messages back to the originating
node. If the originating node’s neighbor node lacks a route to a destination, it broadcasts
RREQ signals while maintaining a reverse route to the originating node. Furthermore,
when a node loses communication with its next-hop node source, it sends RERR messages
to all nodes that received RREP messages. A route maintenance phase has been initiated to
address link failure difficulties. However, due to the dynamic nature of the UANET system,
network congestion is a concern with AODV.

2.3. Geographic Routing Protocol (GRP)

The GRP is an efficient and attractive approach, mostly because no end-to-end route
is built before data transmission. GRP also enables each node to maintain local one-hop
connectivity, which improves network scalability [30]. GRP forwards data packets in the
following manner: If a source node desires to send packets to commence communication,
the router sends a request-to-send (RTS) packet to its neighbors, and only neighbors within a
restricted assigned sextant (forwarding area) near the destination are compatible to respond
with a clear-to-send (CTS) packet, forming a set of potential forwarding nodes. The source
node then chooses a single node as a subsequent relay by using a comprehensive reactive
technique to transport data packets based on particular selection criteria. Furthermore, the
fundamental description of the GRP approach’s relay node selection takes into account
unexpected scenarios. Compared to traditional ad hoc routing techniques, GRP has several
advantages. Changes can be made node by node and packet by packet by taking into
account extra Quality-of-Service (QoS) metrics related to the next-hop neighbors, such
as latency or available bandwidth. However, one of the key drawbacks of GRP is the
complexity and overheads associated with a distributed location database service.



Drones 2022, 6, 22

50f15

2.4. Optimized Link State Routing (OLSR)

The OLSR protocol is an improved version of the traditional link-state algorithm. It
is one of the recognized routing protocols used in MANET, VANET, and also UANET. As
per table-driven routing, OLSR regularly updates and maintains the routing table of the
network nodes [31]. The most important part of the OLSR protocol is the multipoint relay
(MPR). Instead of sending routing messages all over the network, the OLSR protocol only
keeps updating information about the MRP node [32]. MPRs are nodes that are chosen to
relay broadcast messages during the flooding process. When compared to the traditional
flooding method, this strategy significantly minimizes message overhead (where every
node retransmits each message received). A mobile host can minimize battery consumption
in this manner. Only nodes designated as MPRs generate link-state information in OLSR.
Only links between an MPR node and its MPR selectors can be reported by an MPR node.
As aresult, in contrast to the standard link-state technique, partial link state information
is spread throughout the network. This information is then utilized to calculate the path.
The OLSR provides the best paths (in terms of the number of hops). Since MPRs perform
effectively in this setting, the protocol is especially well suited for broad and dense networks.
The fundamental functionality of the OLSR protocol is accomplished through the use of
three different sorts of messages: “Hello” messages, topology control (TC) messages, and
multiple interface declaration (MID) messages.

Enhanced Optimized Link State Routing (E-OLSR)

Most of the literature focuses on improving OLSR by improving the MRP selection
criteria [33] or willingness concept [34]. Barki et al. [35] provides a brief survey of OLSR
improvement based on MRP selection. Improving performance by tuning parameters is
also an efficient method to enhance the protocol performance. The new protocol needs
extensive examination and analysis before practical deployment. In this context, parameter
tuning is faster and more reliable for deployment [36]. Using a tuning strategy, this research
improves the performance of the OLSR. An extensive simulation has been performed
based on the heuristic method to find the optimal value for the UAV network. Table 1
represents the values for standard OLSR routing protocol parameters [37], whereas Figure 1
demonstrates E-OLSR values. The E-OLSR considers willingness to be high (6) rather than
the default value of (3). Willingness indicates the node’s desire to forward traffic on behalf
of other nodes. Batteries, power, and capacity are related to it. In UAVs, willingness is
crucial, as many nodes do not want to send traffic due to preserving energy, which is called
a “selfish node” [38]. A high willingness indicates that the node will actively perform data
transmission and perform an MRP. It improves the possibility of better system performance.
In the OLSR packet format, there are two types of holding time. Htime corresponds to the
HELLO message, while Vtime refers to the data packet. Holding time holds five types of
time in the message header: neighbor hold time, topology hold time, duplicate message
hold time, message id hold time, and HNA message holding time. The link expiration time
is specified by the neighboring hold time. If a HELLO message is not received on a link
within this time frame, the link is declared lost. By reducing neighbor hold time (6 s for
standard OLSR, reduced to 2 s in E-OLSR), the lost node is detected faster instead of waiting
a long time. It improves UANET system throughput. The expiration time for topology
table entries is defined by the topology hold time. TC messages refresh topology table
entries based on their originator address and sequence number.The topology hold time in
E-OLSR is reduced from 15 s to 6 s. The topology of the UANET changes frequently. If the
topology changes, UAVs receive updated information more quickly in E-OLSR because
of the short topology hold time. The duplicate message hold time specifies the expiration
time of a duplicate set table entry. In order to avoid handling duplicate messages received
within this time frame, a duplicate set table is used. The duplicate message hold time in E
OLSR is reduced from 30 s to 15 s. An analytical comparison between all routing protocols
is illustrated in Table 2:
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Table 1. OLSR parameters and RFC 3626 [37] specified values.

Parameter Standard Value Range
Willingness WILL_DEFAULT(3) R €0, 7]
HELLO_INTERVAL 2s R € [1.0, 30.0]
TC_INTERVAL 5s R €[1.0,30.0]
NEIGHB_HOLD_TIME 3 x REFRESH_INTERVAL R € [3.0,100.0]
TOP_HOLD_TIME 3 x TC_INTERVAL R € [3.0,100.0]
DUP_HOLD_TIME 30s R € [3.0, 100.0]

Table 2. Comparative analysis between routing protocols along with proposed E-OLSR.

Parameters DSR AODV GRP OLSR E-OLSR
Protocol type On-demand On-demand Proactive Proactive Proactive
Multiple route Yes No Yes No No
Routing overhead Low High Medium Medium Medium
Route maintains Route cache Route table Route table Route table Route table
Route structure Flat structure Flat structure Flat structure Flat structure Flat structure

Route metric

Shortest path Shortest path Shortest path Shortest distance =~ Shortest distance

Congestion

Low Medium Medium Medium Medium

Hop counts

Very high Normal High Less

Less then OLSR

| = OLSR Parameters | LIL,_.F"L Farameters ]

. Willingnezs Willingness High
- Hello Interval {seconds) 20

- TC Interval {seconds) 5.0

Neighbor Hold Time {seconds) 20

Topology Hold Time (seconds) 6.0

Duplicate Message Hold Time (sec... 15

Addressing Mode |Pvd

Figure 1. E-OLSR parameters used in UANET system.

3. Research Methodology

The objective of this study is to evaluate the performance of four routing protocols
(AODV, DSR, GRP, and OLSR) as well as enhance the performance of the OLSR protocol
by tuning parameters for UANET. The MANET routing protocol is applied to UANET,
although UANET is different from MANET. Developing a new protocol requires extensive
research and practical experiments. This study’s aim is to enhance the performance of
the existing OLSR protocol for UANET. Standard OLSR architecture ignores wireless link
quality, and route selection is dependent on the hop count measure, which ignores link
quality and traffic load throughout the forward path.

By reducing hop count, the distance traveled by each hop is increased, which reduces
signal strength and increases the packet loss ratio. Although the optimum route is one with
the fewest hops, there may be several routes with the same minimum length but vastly
different quality in a network. Most minimal hop-count measures make arbitrary decisions
that are unlikely to choose the optimum path. However, as illustrated in [39], reducing the
hop count will not always result in increased throughput flow. Furthermore, because the
shortest path is commonly selected as the routing path in shortest path routing, nodes on
the shortest path will be overloaded more than others. The resources of a node, including
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bandwidth, computing power, battery life, and memory storage, can be depleted by high
demand. Eventually, packet loss and buffer overflow can arise if one of the overloaded
nodes becomes congested, resulting in increased delay, lower throughput, and transport
connection failure.

Given these considerations, this paper proposes an enhancement of OLSR by optimiz-
ing parameters that can impact the link-quality and traffic-load awareness in the routing
protocol. E-OLSR is the term given to the upgraded OLSR, which has outperformed previ-
ous protocols, and simulations were carried out on the UANET network using the OPNET
simulator 14.5. The simulated architecture comprises an ad hoc network of UAVs equipped
with IEEE 802.11 g cards and configured as illustrated in Table 3. In order to achieve a
transmission area of 1000 m and match IEEE 802.11 g-designated long-range connectivity,
the transmission power is set to 0.005 W, and receiver sensitivity is set to —95 dBm. IEEE
802.11 g implementation was provided by the OPNET simulation software. The following
three performance metrics are used:

Table 3. Simulation design parameters in OPNET modeler.

Parameter Value
Simulation area 1000 m x 10,000 m
Number of UAVs 30 and 50
Directional Gain 10 dBi
Node type Mobile
Mobility model Random waypoint
Altitude 200 m and 50 m
UAYV max speed 40m /sand 30 m /s
Routing protocols E-OLSR, OLSR, DSR, GRP and AODV
Physical characteristics Extended rate PHY (802.11 g)
Data rate 1 Mbps to 24 Mbps
Transmit power 0.006 W
Simulation duration 10 min
Simulation seed 128
IP addressing Auto-assign IPv4 addressing
Packet interval Exponential (1) s
Reception Power Threshold —95 dBm
Packet size 1024 byte
Large packet processing Drop (if bigger then 2304 bytes)
Buffer size 256,000 bits
AP beacon interval 0.02s

3.1. Performance Metrics

This paper considers throughput, delay, and data drop rate to evaluate the routing
protocol’s performance. Basic descriptions of these performance parameters are provided
given below.

3.1.1. Throughput

The rate of successful data transmission at the destination over a given time interval
divided by the duration of the time interval is known as throughput [16]. Throughput
has been measured by either packets per second (pps) or bits per second (bps). In this
paper, bps is considered to measure the throughput. It indicates the volume of traffic an
application generates when traversing the network. Mathematically, throughput can be
expressed as follows:

_ Ny
Tist

where T indicates the throughput, N is the total number of bits sent, and Tj; is the total
data sending time.

T 1)
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3.1.2. Delay

The average End-to-End Delay (EED) is a measurement of the time it takes for packets
to travel from the source to the destination node’s application layer. Due to the delays
at various stages, the sending time of each data packet is subtracted from the receiving
time at the destination node, and the result is divided by the total number of received
packets. For this reason, network quality-of-service (QoS) is affected by the delay, and it is
an important criterion in designing and measuring the performance of a communication
network. As network delay is related to time, it is expressed in millisecond units. The
average end-to-end delay is the sum of the processing, queuing, and transmission time of a
packet in a network. It can be expressed as follows:

" T, (P;) — Ts(P;
Dend-to-end = Z r( l) 2 S( l) (2)
i=1 i

where D,y 4.to-end is the end-to-end delay; n denotes the total number of received packets, P;
indicates the current received packet, T;(P;) is the receiving time for P;, and T;(P;) is the
sending time of the packet P;.

3.1.3. Data Drop Rate

Data drop rate means total data dropped by the MAC layer, which comes from a
higher layer as a consequence of consistently failed re-transmissions. Data dropped values
lower, which indicates that the network path is stable and has better transmission capability.
It is an important performance measurement criteria for real-time communication systems.
The data drop rate can be calculated as follows in a transmission time frame:

N!— N’
DDR = W X 1000/0 (3)
where DDR is the data drop rate. N’ is the total number of transmitted data, and N” is the
total number of received data.

4. System Model and Simulation Setup

This research focuses on a collection of drones that could freely travel across a UANET
employing an 802.11 g radio transceiver for wireless transmission. A random waypoint
mobility model is applied in which UAVs move randomly towards the determined des-
tination in the network with a steady speed (30 m /s and 40 m /s). The take-off and
landing scenarios for UAVs are not considered in this research. Energy constraints are
not considered as presumed rechargeable batteries for UAVs that can be recharged from
renewable energy sources [40]. As most UAV implementations do not fly at high altitudes,
we also consider that UAVs fly at a low and consistent altitude during their flight. An IPv4
auto-assign address is applied to each UAV, making it identifiable by its node address.

Simulation Setup

In this study, multiple UAV-based network structures are simulated in the OPNET
modeler. OPNET is considered the optimal simulation tool with the most implementation
capabilities compared with other simulation software [41]. It is used for complex network
modeling and simulation. It has a user friendly graphical user interface, visual effects,
a drag and drop module import facility, and all types of network devices that are used
for building a specific network. If the performance of the network is not satisfactory, the
OPNET modeler can find bottlenecks in service, network, or data flow. Moreover, NS-2,
NS-3, and others need to write scripts in either C++, TLC, or Python, which is difficult for
the complex network. Thus, OPNET 14.5 is used for network modeling and simulation in
this article.

There are four simulation scenarios considered in this study, as described in Table 4.
The network model of UAVs developed in the OPNET simulator is shown in Figure 2. The
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network model in Figure 2 contains 30 nodes as represented by UAV-1, UAV-2, ..., and
UAV-30, which are placed randomly within a 1000 m x 1000 m geographical area. For
scenarios 1 and 2, UAV speed is considered at 40 m /s and an altitude of 200 m. Moreover,
in scenarios 3 and 4, UAV speed is applied at 30 m /s and an altitude of 50 m. Extended
rate PHY327 (802.11 g) is used as the underlying MAC layer with a data rate of 24 Mbps
for scenarios two and four. In the same manner, 1 Mbps data rate is used for scenarios
one and three. AODYV, OLSR, DSR, GRP, and E-OLSR are considered as routing protocols’
performance comparisons.

Table 4. Simulation scenarios.

Secnario Name UAVs Altitude Speed Data Rate
Scenario 1 30 200 m 40m /s 1 Mbps
Scenario 2 30 200 m 40m /s 24 Mbps
Scenario 3 50 50 m 30m /s 1 Mbps
Scenario 4 50 50 m 30m /s 24 Mbps

3 125 250 T8 500 825 0 BTE i
ws
e @mE=E
.llﬂp-l'pllcatlnn
UAv & Definition
application |
, S =4 e
- UAV_24 DEvEED e s
LAV 13 j - = X!
a8 i : — UAV 22
2 | % UAV 10
- uavii | AR UAY_S
AX Group i
500 UAW 18 Config -
.?\Q: pOWER o UAV. 4 4:'
e UAV._ 2 UAY-20 LAV 11
[ x -
UAV_ 25 .
UAV_17 = TR T |
UAV._3
Y
e i S = UAV. S
= b
uAY 0 YAV 26
275 ' : 2 o
e - UAV 15 UAV_ 13 UAV._12
N UAV_29
UAV_16

Figure 2. Simulation scenario of UAVs network model.

The MANET mobile node is changed to become a UAV node, as shown in Figure 3.
The node model is applied to each node and every simulation scenario. Every square
denotes a process model that handles packets. traf_src is applied to create a data packet
and is forwarded to the lower layer. traf_src discards the packet if it already exists in the
lower layer. The rsvp (resource reservation protocol) belongs to the transport layer used to
cache resources over a network. The ip and ip_encap modules relate to the network layer.
ip_encap encapsulates the transport layer segment. The ip module is used for addressing
the individual device, reading the routing table, and sending IP data packets. The physical
layer comprises wlan_port_tx_0_0 and wlan_port_rx_0_0. Here, wlan_port_tx_0_0 denotes
the wireless transmitter, while wlan_port_rx_0_0 is the wireless receiver, and a_0 is the
antenna module. The rest of the modules comprise OPNET process modules.
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Figure 3. Node model of UAVs.

5. Results and Performance Analysis

In this paper, the performance of different routing protocols is studied; based on the
study, an enhanced OLSR protocol (E-OLSR) using OPNET modeler 14.5 is designed. The
paper contemplates the subsequent parameters for evaluating the comparative performance
of routing protocols. Table 3 shows simulation parameters used in this study. Four different
scenarios are considered in this study, as shown in Table 5.

5.1. Throughput

Figure 4a—d depict network performance in terms of average throughput in bits per
second (bps). The proposed E-OLSR is compared with AODV, DSR, GRP, and OLSR in
different simulation scenarios, varying the number of UAVs, speed, altitude, and data rate.
Here, the x-axis indicates the simulation times, while they-axis represents the throughput
in bps. From Figure 4, it is observed that the performance of throughput depends on the
number of UAVs. The throughput and network performance increase with an increasing
number of UAVs in a fixed network area of 1000 m x 1000 m. In all scenarios, E-OLSR
outperforms other existing routing protocols. While the throughput of AODV is better than
others in high data rate, which is almost identical to E-OLSR in Figure 4b,d. On the other
hand DSR shows the lowest throughput because of the extra routing overhead. Moreover,
the proposed E-OLSR has achieved superior performance in all routing protocols.
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Table 5. Performance comparison between different routing protocol.

Scenario Performance Metrics AODV DSR E-OLSR GRP OLSR
Throughput (bits/s) 703,987 14,138 807,018 214,578 682,993
Scenario 1 Delay (s) 0.04603 0.03709 0.01643 0.02034 0.00112
Data Drop Rate (bits/s) 66.10 185.27 19.60 12.38 25.16
Throughput (bits/s) 618,075 10,409 791,997 178,115 682,993
Scenario 2 Delay (s) 0.00196 0.00358 0.00075 0.00245 0.00112
Data Drop Rate (bits/s) 3021.12 6047.16 2993.20 5135.21 3385.23
Throughput (bits/s) 976,093 15,409 1,164,725 352,092 1,046,432
Scenario 3 Delay (s) 0.0129 0.0376 0.0022 0.0033 0.0024
Data Drop Rate (bits/s) 366.77 1737.6 0.43 0.76 0.58
Throughput (bits/s) 1,107,482 136,878 1,141,475 347,206 1,030,007
Scenario 4 Delay (s) 0.00202 0.01074 0.00019 0.00773 0.00036
Data Drop Rate (bits/s) 4350.93 10,602.72 760.71 302.96 1570.11
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Figure 4. Average throughput comparison of different routing protocols. (a) Scenario 1. (b) Scenario
2. (c) Scenario 3. (d) Scenario 4.

5.2. Delay

Figure 5a—d demonstrate the average end-to-end delay of E-OLSR, OLSR, AODV, DSR,
and GRP under a varying number of nodes, speed, and altitude. From Figure 5b,d, it can be
observed that, at the same data rate of 24 Mbps, the delay of all routing protocols decreases
with the increasing number of UAVs.This is because of the increasing probability of packets
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being routed rather waiting for transmission in the queue. From Figure 5c¢,d, it is shown
that delay is lower at higher data rates due to faster packet transfer transmission. Among
all protocols, DSR has the highest delay in all scenarios. In DSR, when a node sends a route
request (RREQ), the destination replies with all the RREQs; as a result, the network becoes
slower. Due to on-demand routing behavior, AODV also has higher delays. Compared to
these five routing protocols, E-OLSR shows a comparatively low delay, which indicates
better performance. Minimal holding time is responsible for this improved performance.
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Figure 5. Average network delay comparison of different routing protocols. (a) Scenario 1. (b)
Scenario 2. (c) Scenario 3. (d) Scenario 4.

5.3. Data Drop Rate

Figure 6 compares the average data dropped by E-OLSR, AODV, DSR, OLSR, and
GRP when the number of nodes and data rate become varied. As observed in the contrast
between Figure 6b,d, when node density is low, the data drop rate increases dramatically.
From Figure 6a,b, it can be observed that the data drop rate increases with an increasing
number of nodes. The UANET, based on the E-OLSR routing protocol, offers the best data
drop rate performance compared to four existing routing protocols. However, DSR shows
the worst result in all situations compared to other protocols. Furthermore, GRP also shows
an increasing data drop rate at a high data rate Figure 6b,d.
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Figure 6. Average data drop rate comparison of different routing protocols. (a) Scenario 1. (b)
Scenario 2. (c) Scenario 3. (d) Scenario 4.

6. Conclusions

The performance of several topology-based routing protocols is examined by using
simulation in this paper under various simulation environments in the UANET context.
Furthermore, by tuning parameters, this paper enhances the performance of an OLSR
protocol called E-OLSR, which outperforms standard ones defined in RFC 3626. In perfor-
mance matrices such as throughput, delay, and data dropped, E-OLSR outperforms four
other routing protocols (AODV, OLSR, DSR, and GRP). A brief qualitative analysis of the
preceding routing protocols is provided based on significant parameters such as mobility,
traffic density, routing overhead, and data rate. This research will assist network engineers
in picking the optimal routing protocol for various UANET implementation scenarios.
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